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Preface

The MIT Encyclopedia of the Cognitive Scien¢dHTECSto its friends) has been

four years in the making from conception to publication. It consists of 471 concise

articles, nearly all of which include useful lists of references and further readings, pre-
ceded by six longer introductory essays written by the volume’s advisory editors. We
seeMITECSas being of use to students and scholars across the various disciplines
that contribute to the cognitive sciences, including psychology, neuroscience, linguis-
tics, philosophy, anthropology and the social sciences more generally, evolutionary
biology, education, computer science, artificial intelligence, and ethology.

Although we prefer to let the volume speak largely for itself, it may help to provide
some brief details about the aims and development of the project. One of the chief
motivations for this undertaking was the sense that, despite a number of excellent
works that overlapped with the ambit of cognitive science as it was traditionally con-
ceived, there was no single work that adequately represented the full range of con-
cepts, methods, and results derived and deployed in cognitive science over the last
twenty-five years.

Second, each of the various cognitive sciences differs in its focus and orientation;
in addition, these have changed over time and will continue to do so in the future. We
seeMITECSas aiming to represent the scope of this diversity, and as conveying a
sense of both the history and future of the cognitive sciences.

Finally, we wanted, through discussions with authors and as a result of editorial
review, to highlight links across the various cognitive sciences so that readers from
one discipline might gain a greater insight into relevant work in other fiIdGECS
represents far more than an alphabetic list of topics in the cognitive sciences; it cap-
tures a good deal of the structure of the whole enterprise at this point in time, the ways
in which ideas are linked together across topics and disciplines, as well as the ways in
which authors from very different disciplines converge and diverge in their
approaches to very similar topics. As one looks through the encyclopedia as a whole,
one takes a journey through a rich and multidimensional landscape of interconnected
ideas. Categorization is rarely just that, especially in the sciences. Ideas and patterns
are related to one another, and the grounds for categorizations are often embedded in
complex theoretical and empirical patted$TECSillustrates the richness and intri-
cacy of this process and the immense value of cognitive science approaches to many
guestions about the mind.

All three of the motivations foMITECSwere instrumental in the internal organiza-
tion of the project. The core MITECSis the 471 articles themselves, which were
assigned to one of six fields that constitute the foundation of the cognitive sciences. One
or two advisory editors oversaw the articles in each of these fields and contributed the
introductory essays. The fields and the corresponding advisory editors are

Philosophy (Robert A. Wilson)

Psychology (Keith J. Holyoak)

Neurosciences (Thomas D. Albright and Helen J. Neville)

Computational Intelligence (Michael I. Jordan and Stuart Russell)
Linguistics and Language (Gennaro Chierchia)

Culture, Cognition, and Evolution (Dan Sperber and Lawrence Hirschfeld)

These editors advised us regarding both the topics and authors for the articles and
assisted in overseeing the review process for each. Considered collectively, the articles
represent much of the diversity to be found in the corresponding fields and indicate
much of what has been, is, and might be of value for those thinking about cognition
from one or another interdisciplinary perspective.

Each introduction has two broad goals. The first is to provide a road map through
MITECSto the articles in the corresponding section. Because of the arbitrariness of
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assigning some articles to one section rather than another, and because of the interdis-
ciplinary vision guiding the volume, the introductions mention not only the articles in
the corresponding section but also others from overlapping fields. The second goal is
to provide a perspective on the nature of the corresponding discipline or disciplines,
particularly with respect to the cognitive sciences. Each introduction should stand as a
useful overview of the field it represents. We also made it clear to the editors that their
introductions did not have to be completely neutral and could clearly express their
own unique perspectives. The result is a vibrant and engaging series of essays.

We have been fortunate in being able to enlist many of the world’s leading authori-
ties as authors of the articles. Our directions to contributors were to write articles that
are both representative of their topic and accessible to advanced undergraduates and
graduate students in the field. The review process involved assigning two reviewers to
each article, one an expert from within the same field, the other an outsider from
another field represented MITECS nearly all reviewers were themselves contribu-
tors toMITECS In addition, every article was read by at least one of the general edi-
tors. Articles that did not seem quite right to either or both of us or to our reviewers
were sometimes referred to the advisory editors. One might think that with such short
articles (most being between 1,000 and 1,500 words in length), the multiple levels of
review were unnecessary, but the selectivity that this brevity necessitated made such a
review process all the more worthwhile. Relatedly, as more than one contributor noted
in explaining his own tardiness: “This article would have been written sooner if it
hadn't been so short!”.

Of course the content of the articles will be the chief source of their value to the
reader, but given the imposed conciseness, an important part of their value is the guide
that their references and further readings provide to the relevant literature. In addition,
each article contains cross-references, indicatsthinL CAPITALS, to related articles
and a short list of “see also” cross-references at the end of the article. Responsibility for
these cross-references lies ultimately with one of us (RAW), though we are thankful to
those authors who took the time to suggest cross-references for their own articles.

We envisioned that many scholars would MB@ECSas a frequent, perhaps even
daily, tool in their research and have designed the references, readings, and cross-ref-
erences with that use in mind. The electronic version will allow users to download rel-
evant references into their bibliography databases along with considerable cross-
classification information to aid future searches. Both of us are surprised at the extent
to which we have already come to rely on drafts of articl®édliTFECSfor these pur-
poses in our own scholarly pursuits.

In the long list of people to thank, we begin with the contributors themselves, from
whom we have learned much, both from their articles and their reviews of the articles
of others, and to whom readers owe their first debt. Without the expertise of the advi-
sory editors there is little chance that we would have arrived at a comprehensive range
of topics or managed to identify and recruit many of the authors who have contributed
to MITECS And without their willingness to take on the chore of responding to our
whims and fancies over a three-year period, and to write the section introductions,
MITECSwould have fallen short of its goals. Thanks Tom, Gennaro, Larry, Keith,
Mike, Helen, Stuart, and Dan. At The MIT Press, we thank Amy Brand for her leader-
ship and persistence, her able assistants Ed Sprague and Ben Bruening for their tech-
know-how and hard work, and Sandra Minkkinen for editorial oversight of the pro-
cess.

Rob Wilson thanks his coterie of research assistants: Patricia Ambrose and Peter
Piegaze while he was at Queen’s University; and Aaron Sklar, Keith Krueger, and
Peter Asaro since he has been at the University of Illinois. His wolkkioBRCSwas
supported, in part, by SSHRC Individual Three-Year Grant #410-96-0497, and a
UIUC Campus Research Board Grant. Frank Keil thanks Cornell University for inter-
nal funds that were used to help support this project.



Philosophy

Robert A. Wilson

The areas of philosophy that contribute to and draw on the cognitive sciences are vari-
ous; they include the philosophy of mind, science, and language; formal and philo-
sophical logic; and traditional metaphysics and epistemology. The most direct
connections hold between the philosophy of mind and the cognitive sciences, and it is
with classical issues in the philosophy of mind that | begin this introduction
(section 1). | then briefly chart the move from the rise of materialism as the dominant
response to one of these classic issues, the mind-body problem, to the idea of a sci-
ence of the mind. | do so by discussing the early attempts by introspectionists and
behaviorists to study the mind (section 2). Here | focus on several problems with a
philosophical flavor that arise for these views, problems that continue to lurk back-
stage in the theater of contemporary cognitive science.

Between these early attempts at a science of the mind and today’s efforts lie two
general, influential philosophical traditions, ordinary language philosophy and logical
positivism. In order to bring out, by contrast, what is distinctive about the contempo-
rary naturalism integral to philosophical contributions to the cognitive sciences, |
sketch the approach to the mind in these traditions (section 3). And before getting to
contemporary naturalism itself | take a quick look at the philosophy of science, in
light of the legacy of positivism (section 4).

In sections 5 through 7 | get, at last, to the mind in cognitive science proper. Sec-
tion 5 discusses the conceptions of mind that have dominated the contemporary cogni-
tive sciences, particularly that which forms part of what is sometimes called “classic”
cognitive science and that of its connectionist rival. Sections 6 and 7 explore two spe-
cific clusters of topics that have been the focus of philosophical discussion of the
mind over the last 20 years or so, folk psychology and mental content. The final sec-
tions gesture briefly at the interplay between the cognitive sciences and logic (section
8) and biology (section 9).

1 Three Classic Philosophical Issues About the Mind

i. The Mental-Physical Relation

The relation between the mental and the physical is the deepest and most recurrent
classic philosophical topic in the philosophy of mind, one very much alive today. In
due course, we will come to see why this topic is so persistent and pervasive in think-
ing about the mind. But to convey something of the topic’s historical significance let
us begin with a classic expression of the puzzling nature of the relation between the
mental and the physical, tiveND-BODY PROBLEM.

This problem is most famously associated VRENE DESCARTES the preeminent
figure of philosophy and science in the first half of the seventeenth century. Descartes
combined a thorough-going mechanistic theory of nature wdtraéistictheory of the
nature of human beings that is still, in general terms, the most widespread view held
by ordinary people outside the hallowed halls of academia. Although nature, includ-
ing that of the human body, is material and thus completely governed by basic princi-
ples of mechanics, human beings are special in that they are composed both of
material and nonmaterial or mental stuff, and so are not so governed. In Descartes’s
own terms, people are essentially a combination of mental substances (minds) and
material substances (bodies). This is Descarthgdism To put it in more common-
sense terms, people have both a mind and a body.

Although dualism is often presented as a possible solution to the mind-body prob-
lem, a possible position that one might adopt in explaining how the mental and physi-
cal are related, it serves better as a way to bring out why there is a “problem” here at
all. For if the mind is one type of thing, and the body is another, how do these two
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types of things interact? To put it differently, if the mind really is a nonmaterial sub-
stance, lacking physical properties such as spatial location and shape, how can it be
both the cause of effects in the material world—like making bodies move—and itself
be causally affected by that world—as when a thumb slammed with a hammer (bodily
cause) causes one to feel pain (mental effect)? This problem of causation between
mind and body has been thought to pose a largely unanswered problem for Cartesian
dualism.

It would be a mistake, however, to assume that the mind-body problem in its most
general form is simply a consequence of dualism. For the general question as to how
the mental is related to the physical arises squarely for those convinced that some ver-
sion of materialism oPHYSICALISM must be true of the mind. In fact, in the next sec-
tion, | will suggest that one reason for the resilience and relevance of the mind-body
problem has been thise of materialism over the last fifty years.

Materialists hold that all that exists is material or physical in nature. Minds, then,
are somehow or other composed of arrangements of physical stuff. There have been
various ways in which the “somehow or other” has been cashed out by physicalists,
but even the view that has come closest to being a consensus view among contempo-
rary materialists—that the mirglipervenesn the body—remains problematic. Even
once one adopts materialism, the task of articulating the relationship between the
mental and the physical remains, because even physical minds have special properties,
like intentionality and consciousness, that require further explanation. Simply pro-
claiming that the mind is not made out of distinctly mental substance, but is material
like the rest of the world, does little to explain the features of the mind that seem to be
distinctively if not uniquely features of physical minds.

ii. The Structure of the Mind and Knowledge

Another historically important cluster of topics in the philosophy of mind concerns
what is in a mind. What, if anything, is distinctive of the mind, and how is the mind
structured? Here | focus on two dimensions to this issue.

One dimension stems from tRATIONALISM VS. EMPIRICISM debate that reached a
high point in the seventeenth and eighteenth centuries. Rationalism and empiricism
are views of the nature of human knowledge. Broadly speaking, empiricists hold that
all of our knowledge derives from our sensory, experiential, or empirical interaction
with the world. Rationalists, by contrast, hold the negation of this, that there is some
knowledge that does not derive from experience.

Since at least our paradigms of knowledge—of our immediate environments, of
common physical objects, of scientific kinds—seem obviously to be based on sense
experience, empiricism has significant intuitive appeal. Rationalism, by contrast,
seems to require further motivation: minimally, a list of knowables that represent a
prima facie challenge to the empiricist's global claim about the foundations of knowl-
edge. Classic rationalists, such as Descartes, Leibniz, Spinoza, and perhaps more con-
tentiouslykaNT, included knowledge of God, substance, and abstract ideas (such as
that of a triangle, as opposed to ideas of particular triangles). Empiricists over the last
three hundred years or so have either claimed that there was nothing to know in such
cases, or sought to provide the corresponding empiricist account of how we could
know such things from experience.

The different views of the sources of knowledge held by rationalists and empiricists
have been accompanied by correspondingly different views of the mind, and it is not
hard to see why. If one is an empiricist and so holds, roughly, that there is nothing in
the mind that is not first in the senses, then there is a fairly literal sense inidg@sh
found in the mind, are complexes that derive fiampressionsn the senses. This in
turn suggests that the processes that constitute cognition are themselves elaborations
of those that constitute perception, that is, that cognition and perception differ only in
degree, not kind. The most commonly postulated mechanisms governing these pro-
cesses arassociationand similarity, from Hume’s laws of association to feature-
extraction in contemporary connectionist networks. Thus, the mind tends to be viewed
by empiricists as domain-generatievice, in that the principles that govern its opera-
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tion are constant across various types and levels of cognition, with the common
empirical basis for all knowledge providing the basis for parsimony here.

By contrast, in denying that all knowledge derives from the senses, rationalists are
faced with the question of what other sources there are for knowledge. The most natu-
ral candidate is the mind itself, and for this reason rationalism goes hand in hand with
NATIVISM about both the source of human knowledge and the structure of the human
mind. If some ideas are innate (and so do not need to be derived from experience),
then it follows that the mind already has a relatively rich, inherent structure, one that
in turn limits the malleability of the mind in light of experience. As mentioned, classic
rationalists made the claim that certain ideas@yMCEPTSwere innate, a claim occa-
sionally made by contemporary nativists—most notably Jerry Fodor (1975) in his
claim thatall concepts are innate. However, contemporary nativism is more often
expressed as the view that certain implicit knowledge that we have or principles that
govern how the mind works—most notoriously, linguistic knowledge and princi-
ples—are innate, and so not learned. And because the types of knowledge that one can
have may be endlessly heterogeneous, rationalists tend to view the muhohaasira-
specificdevice, as one made up of systems whose governing principles are very differ-
ent. It should thus be no surprise that the historical debate between rationalists and
empiricists has been revisited in contemporary discussions afNMAGENESS OF
LANGUAGE, theMODULARITY OF MIND, andCONNECTIONISM

A second dimension to the issue of the structure of the mind concerns the place of
CONSCIOUSNESsamong mental phenomena. FramLiAM JAMESS influential analy-
sis of the phenomenology of the stream of consciousnessTihéiBrinciples of Psy-
chology(1890) to the renaissance that consciousness has experienced in the last ten
years (if publication frenzies are anything to go by), consciousness has been thought
to be the most puzzling of mental phenomena. There is now almost universal agree-
ment that conscious mental states are a part of the mind. But how large and how
important a part? Consciousness has sometimes been thought to exhaust the mental, a
view often attributed to Descartes. The idea here is that everything mental is, in some
sense, conscious or available to consciousness. (A version of the latter of these ideas
has been recently expressed in John Searle’s [1992:cbB@Ection principle“all
unconscious intentional states are in principle accessible to consciousness.”)

There are two challenges to the view that everything mental is conscious or even
available to consciousness. The first is posed bytitensciousSIGMUND FREUD'S
extension of our common-sense attributions of belief and desire, our folk psychology,
to the realm of the unconscious played and continues to play a centralrsiehn
ANALYSIS. The second arises from the conception of cognition as information pro-
cessing that has been and remains focal in contemporary cognitive science, because
such information processing is mostigt available to consciousness. If cognition so
conceived is mental, then most mental processing is not available to consciousness.

iii. The First- and Third-Person Perspectives

Occupying center stage with the mind-body problem in traditional philosophy of mind

is theproblem of other mindss problem that, unlike the mind-body problem, has all

but disappeared from philosophical contributions to the cognitive sciences. The prob-
lem is often stated in terms of a contrast between the relatively secure way in which |
“directly” know about the existence ofiy ownmental states, and the far more
epistemically risky way in which | must infer the existence of the mental states of oth-
ers. Thus, although | can know about my own mental states simply by introspection
and self-directed reflection, because this way of finding out about mental states is
peculiarly first-person, | need some other type of evidence to draw conclusions about
the mental states of others. Naturally, an agent's behavior is a guide to what mental
states he or she is in, but there seems to be an epistemic gap between this sort of evi-
dence and the attribution of the corresponding mental states that does not exist in the
case of self-ascription. Thus the problem of other minds is chiefpistemological
problem, sometimes expressed as a form of skepticism about the justification that we
have for attributing mental states to others.
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There are two reasons for the waning attention to the problem of other epuiaads
problemthat derive from recent philosophical thought sensitive to empirical work in
the cognitive sciences. First, research on introspectionsaneKNOWLEDGE has
raised questions about how “direct” our knowledge of our own mental states and of
thesELFis, and so called into question traditional conceptions of first-person knowl-
edge of mentality. Second, explorations of tHEORY OF MIND, ANIMAL COMMUNI-

CATION, andSOCIAL PLAY BEHAVIOR have begun to examine and assess the sorts of
attribution of mental states that are actually justified in empirical studies, suggesting
that third-person knowledge of mental states is not as limited as has been thought.
Considered together, this research hints that the contrast between first- and third-
person knowledge of the mental is not as stark as the problem of other minds seems
to intimate.

Still, there is something distinctive about the first-person perspective, and it is in
part as an acknowledgment of this, to return to an earlier point, that consciousness has
become a hot topic in the cognitive sciences of the 1990s. For whatever else we say
about consciousness, it seems tied ineliminably to the first-person perspective. It is a
state or condition that has an irreduciblybjectivecomponent, something with an
essence to be experienced, and which presupposes the existence of a subject of that
experience. Whether this implies that thereusLIA that resist complete character-
ization in materialist terms, or other limitations to a science of the mind, remain ques-
tions of debate.

See als®NIMAL COMMUNICATION; CONCEPTS CONNECTIONISM, PHILOSOPHICAL

ISSUES CONSCIOUSNESS CONSCIOUSNESS NEUROBIOLOGY OF, DESCARTES RENE,
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2 From Materialism to Mental Science

In raising issue., the mental-physical relation, in the previous section, | implied that
materialism was the dominant ontological view of the mind in contemporary philoso-
phy of mind. | also suggested that, if anything, general convergence on this issue has
intensified interest in the mind-body problem. For example, consider the large and
lively debate over whether contemporary forms of materialism are compatible with
genuineMENTAL CAUSATION, or, alternatively, whether they commit oneERPHE
NOMENALISM about the mental (Kim 1993; Heil and Mele 1993; Yablo 1992). Like-
wise, consider the fact that despite the dominance of materialism, some philosophers
maintain that there remains 8RPLANATORY GAP between mental phenomena such

as consciousness and any physical story that we are likely to get about the workings of
the brain (Levine 1983; cf. Chalmers 1996). Both of these issues, very much alive in
contemporary philosophy of mind and cognitive science, concern the mind-body
problem, even if they are not always identified in such old-fashioned terms.

| also noted that a healthy interest in the first-person perspective persists within this
general materialist framework. By taking a quick look at the two major initial attempts
to develop a systematic, scientific understanding of the mind—Iate nineteenth-century
introspectionism and early twentieth-century behaviorism—I want to elaborate on
these two points and bring them together.

Introspectionism was widely held to fall prey to a problem known agrtiigem of
the homunculusHere | argue that behaviorism, too, is subject to a variation on this
very problem, and that both versions of this problem continue to nag at contemporary
sciences of the mind.

Students of the history of psychology are familiar with the claim that the roots of
contemporary psychology can be dated from 1879, with the founding of the first
experimental laboratory devoted to psychologyWyHELM WUNDT in Leipzig, Ger-
many. As anexperimentallaboratory, Wundt’s laboratory relied on the technigues
introduced and refined in physiology and psychophysics over the preceding fifty years
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by HELMHOLTZ, Weber, and Fechner that paid particular attention to the repgefof
SATIONS. What distinguished Wundt's as a laboratorpsychologywas his focus on

the data reported in consciousness via the first-person perspective; psychology was to
be the science of immediate experience and its most basic constituents. Yet we should
remind ourselves of how restricted this conception of psychology was, particularly
relative to contemporary views of the subject.

First, Wundt distinguished between mexgROSPECTION first-person reports of
the sort that could arise in the everyday course of events, and experimentally manipu-
lable self-observation of the sort that could only be triggered in an experimental con-
text. Although Wundt is often thought of as the founder of an introspectionist
methodology that led to a promiscuous psychological ontology, in disallowing mere
introspection as an appropriate method for a science of the mind he shared at least the
sort of restrictive conception of psychology withth his physiological predecessors
and his later behaviorist critics.

Second, Wundt thought that the vast majority of ordinary thought and cognition
wasnotamenable to acceptable first-person analysis, and so lay beyond the reach of a
scientific psychology. Wundt thought, for example, that belief, language, personality,
andsocIAL COGNITION could be studied systematically only by detailing the cultural
mores, art, and religion of whole societies (hence his four-voldiieerpsychologie
of 1900-1909). These studies belonged to the humaniBesstéswissenshafien
rather than the experimental scienddat(irwissenschaft¢nand were undertaken by
anthropologists inspired by Wundt, suctB&RONISLAW MALINOWSKI .

Wundt himself took one of his early contributions to be a solution of the mind-body
problem, for that is what the data derived from the application of the experimental
method to distinctly psychological phenomena gave one: correlations between the
mental and the physical that indicated how the two were systematically related. The
discovery of psychophysical laws of this sort showed how the mental was related to
the physical. Yet with the expansion of the domain of the mental amenable to experi-
mental investigation over the last 150 years, the mind-body problem has taken on a
more acute form: just how do we get all that mind-dust from merely material mechan-
ics? And it is here that the problem of the homunculus arises for introspectionist psy-
chology after Wundt.

The problem, put in modern guise, is this. Suppose that one introspects, say, in
order to determine the location of a certain feature (a cabin, for example) on a map
that one has attempted to memorize (Kosslyn 1980). Such introspection is typically
reported in terms of exploring a mental image with ongisd’s eye Yet we hardly
want our psychological story to end there, because it posits a process (introspection)
and a processor (the mind’s eye) that themselves cry out for further explanation. The
problem of the homunculus is the problem of leaving undischarged homunculi (“little
men” or their equivalents) in oneplanantiaand it persists as we consider an elab-
oration on our initial introspective report. For example, one might well report forming
a mental image of the map, and then scanning around the various features of the map,
zooming in on them to discern more clearly what they are to see if any of them is the
sought-after cabin. To take this introspective report seriously as a guide to the under-
lying psychological mechanisms would be to posit, minimallyipegager(to form the
initial image), ascanner(to guide your mind’s eye around the image), ardo@mer
(to adjust the relative sizes of the features on the map). But here again we face the
problem of the homunculus, because such “mechanisms” themselves require further
psychological decomposition.

To be faced with the problem of the homunculus, of course, is not the same as to
succumb to it. We might distinguish two understandings of just what the “problem” is
here. First, the problem of the homunculus could be viewed as a problem specifically
for introspectionist views of psychology, a problem that was never successfully met
and that was principally responsible for the abandonment of introspectionism. As
such, the problem motivat®gHAVIORISM in psychology. Second, the problem of the
homunculus might simply be thought of as a challengeatiyatiew that posits inter-
nal mental states must respond to: to show how to discharge all of the homunculi
introduced in a way that is acceptably materialistic. So construed, the problem
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remains one that has been with us more recently, in disputes over the psychological
reality of various forms o6ENERATIVE GRAMMAR (e.g., Stabler 1983); in the nativ-

ism that has been extremely influential in post-Piagetian account®@RITIVE
DEVELOPMENT (Spelke 1990; cf. EIman et al. 1996); and in debates over the signifi-
cance ofMENTAL ROTATION and the nature oMMAGERY (Kosslyn 1994; cf. Pylyshyn

1984: ch.8).

With Wundt's own restrictive conception of psychology and the problem of the
homunculus in mind, it is with some irony that we can view the rise and fall of behav-
iorism as the dominant paradigm for psychology subsequent to the introspectionism
that Wundt founded. For here was a view so deeply indebted to materialism and the
imperative to explore psychological claims only by reference to what was acceptably
experimental that, in effect, in its purest form it appeared to do away with the distinc-
tively mental altogether! That is, because objectively observable behavioral responses
to objectively measurable stimuli are all that could be rigorously explored, experimen-
tal psychological investigations would need to be significantly curtailed, relative to
those of introspectionists such as Wundt and Titchener. As J. B. Watson said in his
early, influential “Psychology as the Behaviorist Views It” in 1913, “Psychology as
behavior will, after all, have to neglect but few of the really essential problems with
which psychology as an introspective science now concerns itself. In all probability
even this residue of problems may be phrased in such a way that refined methods in
behavior (which certainly must come) will lead to their solution” (p. 177).

Behaviorism brought with it not simply a global conception of psychology but spe-
cific methodologies, such &ZONDITIONING, and a focus on phenomena, such as that
of LEARNING, that have been explored in depth since the rise of behaviorism. Rather
than concentrate on these sorts of contribution to the interdisciplinary sciences of the
mind that behaviorists have made, | want to focus on the central problem that faced
behaviorism as a research program for reshaping psychology.

One of the common points shared by behaviorists in their philosophical and psy-
chological guises was a commitment to aperational view of psychological con-
cepts and thus a suspicion of any reliance on concepts that could not be operationally
characterized. Construed as a view of sciendiéfinition (as it was by philosophers),
operationalism is the view that scientific terms must be defined in terms of observable
and measurable operations that one can perform. Thus, an operational definition of
“length,” as applied to ordinary objects, might be: “the measure we obtain by laying a
standard measuring rod or rods along the body of the object.” Construed as a view of
scientific methodology(as it was by psychologists), operationalism claims that the
subject matter of the sciences should be objectively observable and measurable, by
itself a view without much content.

The real bite of the insistence on operational definitions and methodology for psy-
chology came via the application of operationalism to unobservables, for the various
feelings, sensations, and other internal states reported by introspection, themselves
unobservable, proved difficult to operationalize adequately. Notoriously, the intro-
spective reports from various psychological laboratories produced different listings of
the basic feelings and sensations that made up consciousness, and the lack of agree-
ment here generated skepticism about the reliability of introspection as a method for
revealing the structure of the mind. In psychology, this led to a focus on behavior,
rather than consciousness, and to its exploration through observable stimulus and
response: hence, behaviorism. But | want to suggest that this reliance on operational-
ism itself created a version of the problem of the homunculus for behaviorism. This
point can be made in two ways, each of which offers a reinterpretation of a standard
criticism of behaviorism. The first of these criticisms is usually called “philosophical
behaviorism,” the attempt to provide conceptual analyses of mental state terms exclu-
sively in terms of behavior; the second is “psychological behaviorism,” the research
program of studying objective and observable behavior, rather than subjective and
unobservable inner mental episodes.

First, as Geach (1957: chap. 4) pointed out with respect to belief, behaviorist anal-
yses of individual folk psychological states are bound to fail, because it is only in con-
cert with many other propositional attitudes that any given such attitude has
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behavioral effects. Thus, to take a simple example, we might characterize the belief
that it is raining as the tendency to utter “yes” when asked, “Do you believe that it is
raining?” But one reason this would be inadequate is that one will engage in this ver-
bal behavior only if ongvantsto answer truthfully, and only if orfeearsandunder-
standsthe question asked, where each of the italicized terms above refers to some
other mental state. Because the problem recuegaryputative analysis, this implies

that a behavioristically acceptable construal of folk psychology is not possible. This
point would seem to generalize beyond folk psychology to representational psychol-
ogy more generally.

So, in explicitly attempting to do without internal mental representations, behavior-
ists themselves are left with mental states that must simply be assumed. Here we are
not far from those undischarged homunculi that were the bane of introspectionists,
especially once we recognize that the metaphorical talk of “homunculi” refers pre-
cisely to internal mental states and processes that themselves are not further explained.

Second, as Chomsky (1959: esp. p. 54) emphasized in his review of SKianer’s
bal Behaviorsystematic attempts to operationalize psychological language invariably
smuggle in a reference to the very mental processes they are trying to do without. At
the most general level, the behavior of interest to the linguist, Skinner's “verbal
behavior,” is difficult to characterize adequately without at least an implicit reference
to the sorts of psychological mechanism that generate it. For example, linguists are
not interested in mere noises that have the same physical properties—"“harbor” may be
pronounced so that its first syllable has the same acoustic properties as an exasperated
grunt—but in parts of speech that are taxonomized at least partially in terms of the
surrounding mental economy of the speaker or listener.

The same seems true fat of the processes introduced by behaviorists—for exam-
ple, stimulus control, reinforcement, conditioning—insofar as they are used to charac-
terize complex, human behavior that has a natural psychological description (making
a decision, reasoning, conducting a conversation, issuing a threat). What marks off
their instances as behaviafsthe same kint not exclusively their physical or behav-
ioral similarity, but, in part, the common, internal psychological processes that gener-
ate them, and that they in turn generate. Hence, the irony: behaviorists, themselves
motivated by the idea of reforming psychology so as to generalize about objective,
observable behavior and so avoid the problem of the homunculus, are faced with
undischarged homunculi, that is, irreducibly mental processes, in their very own alter-
native to introspectionism.

The two versions of the problem of the homunculus are still with us as a Scylla and
Charybdis for contemporary cognitive scientists to steer between. On the one hand,
theorists need to avoid building the very cognitive abilities that they wish to explain
into the models and theories they construct. On the other, in attempting to side-step
this problem they also run the risk of masking the ways in which their “objective” tax-
onomic categories presuppose further internal psychological description of precisely
the sort that gives rise to the problem of the homunculus in the first place.

See alSBEHAVIORISM; COGNITIVE DEVELOPMENT, CONDITIONING; EPIPHENOME
NALISM; EXPLANATORY GAP; GENERATIVE GRAMMAR; HELMHOLTZ, HERMANN; IMAG -
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3 A Detour Before the Naturalistic Turn

Given the state of philosophy and psychology in the early 1950s, it is surprising that
within twenty-five years there would be a thriving and well-focused interdiscipli-
nary unit of study, cognitive science, to which the two are central. As we have seen,
psychology was dominated by behaviorist approaches that were largely skeptical of
positing internal mental states as part of a serious, scientific psychology. And
Anglo-American philosophy featured two distinct trends, each of which made phi-
losophy more insular with respect to other disciplines, and each of which served to
reinforce the behaviorist orientation of psychology.
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First, ordinary language philosophy, particularly in Great Britain under the influ-
ence of Ludwig Wittgenstein and J. L. Austin, demarcated distinctly philosophical
problems as soluble (or dissoluble) chiefly by reference to what one would ordinarily
say, and tended to see philosophical views of the past and present as the result of con-
fusions in how philosophers and others come to use words that generally have a clear
sense in their ordinary contexts. This approach to philosophical issues in the post-war
period has recently been referred to by Marjorie Grene (1995: 55) as the “Bertie
Wooster season in philosophy,” a characterization | suspect would seem apt to many
philosophers of mind interested in contemporary cognitive science (and in P. G.
Wodehouse). Let me illustrate how this approach to philosophy served to isolate the
philosophy of mind from the sciences of the mind with perhaps the two most influen-
tial examples pertaining to the mind in the ordinary language tradition.

In The Concept of Mindilbert Ryle (1949: 17) attacked a view of the mind that
he referred to as “Descartes’ Myth” and “the dogma of the Ghost in the Machine™—
basically, dualism—Iargely through a repeated application of the objection that dual-
ism consisted of an extendedtegory mistakeit “represents the facts of mental life
as if they belonged to one logical type or category . . . when they actually belong to
another.” Descartes’ Myth represented a category mistake because in supposing that
there was a special, inner theater on which mental life is played out, it treated the
“facts of mental life” as belonging to a special category of facts, when they were sim-
ply facts about how people can, do, and would behave in certain circumstances. Ryle
set about showing that for the range of mental concepts that were held to refer to pri-
vate, internal mental episodes or events according to Descartes’ Myth—intelligence,
the will, emotion, self-knowledge, sensation, and imagination—an appeal to what one
would ordinarily say both shows the dogma of the Ghost in the Machine to be false,
and points to a positive account of the mind that was behaviorist in orientation. To
convey why Ryle’s influential views here turned philosophy of mind away from sci-
ence rather than towards it, consider the opening senten@é® @oncept of Mind
“This book offers what may with reservations be described as a theory of the mind.
But it does not give new information about minds. We possess already a wealth of
information about minds, information which is neither derived from, nor upset by, the
arguments of philosophers. The philosophical arguments which constitute this book
are intended not to increase what we know about minds, but to rectify the logical
geography of the knowledge which we already possess” (Ryle 1949: 9). The “we”
here refers to ordinary folk, and the philosopher's task in articulating a theory of mind
is to draw on what we already know about the mind, rather than on arcane, philosoph-
ical views or on specialized, scientific knowledge.

The second example is Norman Malcol®@seaming,which, like The Concept of
Mind, framed the critique it wished to deliver as an attack on a Cartesian view of the
mind. Malcolm’s (1959: 4) target was the view that “dreams are the activity of the
mind during sleep,” and associated talkb®EAMING as involving various mental
acts, such as remembering, imagining, judging, thinking, and reasoning. Malcolm
argued that such dream-talk, whether it be part of commonsense reflection on dream-
ing (How long do dreams last?; Can you work out problems in your dreams?) or a
contribution to more systematic empirical research on dreaming, was a confusion aris-
ing from the failure to attend to the proper “logic” of our ordinary talk about dream-
ing. Malcolm’s argument proceeded by appealing to how one wasgdsarious
expressions and sentences that contained the word “dreaming.” (In looking back at
Malcolm’s book, it is striking that nearly every one of the eighteen short chapters
begins with a paragraph about words and what one would say with or about them.)

Malcolm’s central point was that there was no wayeify any given claim about
such mental activity occurring while one was asleep, because the commonsense crite-
ria for the application of such concepts were incompatible with saying that a person
was asleep or dreaming. And because there was no way to tell whether various attribu-
tions of mental states to a sleeping person were correct, such attributions were mean-
ingless. These claims not only could be made without an appeal to any empirical
details about dreaming SLEER, but implied that the whole enterprise of investigating
dreaming empirically itself represented some solvgical muddle.
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Malcolm’s point became more general than one simply about dreaming (or the
word “dreaming”). As he said in a preface to a later work, written after “the notion
that thoughts, ideas, memories, sensations, and so on ‘code into’ or ‘map onto’ neural
firing patterns in the brain” had become commonplace: “I believe that a study of our
psychological concepts can show that [such] psycho-physical isomorphism is not a
coherent assumption” (Malcolm 1971: x). Like Ryle’s straightening of the logical
geography of our knowledge of minds, Malcolm’s appeal to the study of our psycho-
logical concepts could be conducted without any knowledge gleaned from psycholog-
ical science (cf. Griffiths 1997: chap. 2 on the emotions).

Quite distinct from the ordinary language tradition was a second general perspec-
tive that served to make philosophical contributions to the study of the mind “distinc-
tive” from those of science. This was logical positivism or empiricism, which
developed in Europe in the 1920s and flourished in the United States through the
1930s and 1940s with the immigration to the United States of many of its leading
members, including Rudolph Carnap, Hans Reichenbach, Herbert Feigl, and Carl
Hempel. The logical empiricists were called “empiricists” because they held that it
was via the senses and observation that we came to know about the world, deploying
this empiricism with the logical techniques that had been developed by Gottlob Frege,
Bertrand Russell, and Alfred Whitehead. Like empiricists in general, the logical posi-
tivists viewed the sciences as the paradigmatic repository of knowledge, and they
were largely responsible for the rise of philosophy of science as a distinct subdisci-
pline within philosophy.

As part of their reflection on science they articulated and defended the doctrine of
the UNITY OF SCIENCE the idea that the sciences are, in some sense, essentially uni-
fied, and their empiricism led them to appealPRSIMONY AND SIMPLICITY as
grounds for both theory choice within science and for preferring theories that were
ontological Scrooges. This empiricism came with a focus/loat could be verified,
and with it scepticism about traditional metaphysical notions, such asc@oga-

TION, and essences, whose instances could not be verified by an appeal to the data of
sense experience. This emphasis on verification was encapsulated in the verification
theory of meaning, which held that the meaning of a sentence was its method of veri-
fication, implying that sentences without any such method we@ninglessin psy-
chology, this fueled skepticism about the existence of internal mental representations
and states (whose existence could not be objectively verified), and offered further
philosophical backing for behaviorism.

In contrast to the ordinary language philosophers (many of whom would have been
professionally embarrassed to have been caught knowing anything about science), the
positivists held that philosophy was to be informed about and sensitive to the results
of science. The distinctive task of the philosopher, however, was not simply to
describe scientific practice, but to offerational reconstructiorof it, one that made
clear the logical structure of science. Although the teatidhal reconstructiohwas
used first by Carnap in his 1928 bobke Logical Construction of the Worlduite a
general epistemological tract, the technique to which it referred came to be applied
especially to scientific concepts and theories.

This played out in the frequent appeal to the distinction betweesottiext of dis-
coveryand thecontext of justificationdrawn as such by ReichenbachEixperience
and Prediction(1938) but with a longer history in the German tradition. To consider
an aspect of a scientific view in the context of discovery was essentially to raise psy-
chological, sociological, or historical questions about how that view originated, was
developed, or came to be accepted or rejected. But properly philosophical explora-
tions of science were to be conducted in the context of justification, raising questions
and making claims about the logical structure of science and the concepts it used.
Rational reconstruction was the chief way of divorcing the relevant scientific theory
from its mere context of discovery.

A story involving Feigl and Carnap nicely illustrates the divorce between philoso-
phy and science within positivism. In the late 1950s, Feigl visited the University of
California, Los Angeles, to give a talk to the Department of Philosophy, of which Car-
nap was a member. Feigl’s talk was aimed at showing that a form of physicalism, the
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mind-brain identity theory, faced an empirical problem, since science had little, if any-
thing, to say about the “raw feel” of consciousnessWHET-IT’S-LIKE of experience.
During the question period, Carnap raised his hand, and was called on by Feigl. “Your
claim that current neurophysiology tells us nothing about raw feels is wrong! You
have overlooked the discovery of alpha-waves in the brain,” exclaimed Carnap. Feigl,
who was familiar with what he thought was the relevant science, looked puzzled:
“Alpha-waves? What are they?” Carnap replied: “My dear Herbert. You tell me what
raw feels are, and | will tell you what alpha-waves are.”

Of the multiple readings that this story invites (whose common denominator is
surely Carnap’s savviness and wit), consider those that take Carnap’s riposte to imply
that he thought that one could defend materialism by, effectively, making up the sci-
ence to fit whatever phenomena critics could rustle up. A rather extreme form of ratio-
nal reconstruction, but it suggests one way in which the positivist approach to
psychology could be just as a priori and so divorced from empirical practice as that of
Ryle and Malcolm.

See alSaCAUSATION; DREAMING; PARSIMONY AND SIMPLICITY; SLEER, UNITY OF
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4 The Philosophy of Science

The philosophy of science is integral to the cognitive sciences in a number of
ways. We have already seen that positivists held views about the overall structure
of science and the grounds for theory choice in science that had implications for
psychology. Here | focus on three functions that the philosophy of science plays
vis-a-vis the cognitive sciences: it provides a perspective on the place of psychol-
ogy among the sciences; it raises questions about what any science can tell us
about the world; and it explores the nature of knowledge and how it is known. |
take these in turn.

One classic way in which the sciences were viewed as being unified, according to
the positivists, was via reductioREDUCTIONISM, in this context, is the view that intu-
itively “higher-level” sciences can be reduced, in some sense, to “lower-level” sci-
ences. Thus, to begin with the case perhaps of most interest to MITECS readers,
psychology was held to be reducible in principle to biology, biology to chemistry,
chemistry to physics. This sort of reduction presupposed the existelniegsf laws,
laws that exhaustively characterized the concepts of any higher-level science, and the
generalizations stated using them, in terms of those concepts and generalizations at
the next level down. And because reduction was construed as relating theories of one
science to those of another, the advocacy of reductionism went hand-in-hand with a
view of EXPLANATION that gave lower-level sciences at least a usurpatory power over
their higher-level derivatives.

This view of the structure of science was oppoSeEMERGENTISM, the view that
the properties studied by higher-level sciences, such as psychology, were not mere
aggregates of properties studied by lower-level sciences, and thus could not be com-
pletely understood in terms of them. Both emergentism and this form of reductionism
were typically cast in terms of the relationship between laws in higher- and lower-
level sciences, thus presupposing that there were, in the psychologicalvase;
LOGICAL LAWS in the first place. One well-known position that denies this assumption
is Donald Davidson’aNOMALOUS MONISM, which claims that while mental statee
strictly identical with physical states, our descriptions of them as mental states are nei-
ther definitionally nor nomologically reducible to descriptions of them as physical
states. This view is usually expressed as denying the possibility of the bridge laws
required for the reduction of psychology to biology.

Corresponding to the emphasis on scientific laws in views of the relations
between the sciences is the idea that these laws state relations betveraL
KINDS. The idea of a natural kind is that of a type or kind of thing that exists in the
world itself, rather than a kind or grouping that exists because of our ways of per-
ceiving, thinking about, or interacting with the world. Paradigms of natural kinds
are biological kinds—species, such as the domestic Fdis (domesticus—and
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chemical kinds—such as silver (Ag) and gold (Au). Natural kinds can be contrasted
with artifactual kinds (such as chairs), whose members are artifacts that share com-
mon functions or purposes relative to human needs or designscavittentional

kinds (such as marriage vows), whose members share some sort of conventionally
determined property; and from purely arbitrary groupings of objects, whose mem-
bers have nothing significant in common save that they belong to the category.
Views of what natural kinds are, of how extensively science traffics in them, and of
how we should characterize the notion of a natural kind vis-a-vis other metaphysic
notions, such as essence, intrinsic property, and causal power, all remain topics of
debate in contemporary philosophy of science (e.g., van Fraassen 1989; Wilson
1999).

There is an intuitive connection between the claims that there are natural kinds, and
that the sciences strive to identify them, anikntific realismthe view that the enti-
ties in mature sciences, whether they are observable or not, exist and our theories
about them are at least approximately true. For realists hold that the sciences strive to
“carve nature at its joints,” and natural kinds are the pre-existing joints that one’s sci-
entific carving tries to find. ThBREALISM AND ANTIREALISM issue is, of course, more
complicated than suggested by the view that scientific realists think there are natural
kinds, and antirealists deny this—not least because there are a humber of ways to
deny either this realist claim or to diminish its significance. But such a perspective
provides one starting point for thinking about the different views one might have of
the relationship between science and reality.

Apart from raising issues concerning the relationships between psychology and
other sciences and their respective objects of study, and questions about the relation
between science and reality, the philosophy of science is also relevant to the cognitive
sciences as a branch of epistemology or the theory of knowledge, studying a particular
type of knowledge, scientific knowledge. A central notion in the general theory of
knowledge iSIUSTIFICATION, because being justified in what we believe is at least one
thing that distinguishes knowledge from mere belief or a lucky guess. Since scientific
knowledge is a paradigm of knowledge, views of justification have often been devel-
oped with scientific knowledge in mind.

The question of what it is for an individual to have a justified belief, however,
has remained contentious in the theory of knowledge. Justified beliefs are those
that we are entitled to hold, ones for which we have reasons, but how should we
understand such entitlement and such reasons? One dichotomy here is between
internalists about justification, who hold that having justified belief exclusively
concerns facts that are “internal” to the believer, facts about his or her internal cog-
nitive economy; ancdexternalistsabout justification, who deny this. A second
dichotomy is betweenaturalists,who hold that what cognitive states are justified
may depend on facts about cognizers or about the world beyond cognizers that are
uncovered by empirical science; arationalists, who hold that justification is
determined by the relations between one’s cognitive states that the agent herself is
in a special position to know about. Clearly part of what is at issue between inter-
nalists and externalists, as well as between naturalists and rationalists, is the role of
the first-person perspective in accounts of justification and thus knowledge (see
also Goldman 1997).

These positions about justification raise some general questions about the relation-
ship betweerEPISTEMOLOGY AND COGNITION, and interact with views of the impor-
tance of first- and third-person perspectives on cognition itself. They also suggest
different views ofRATIONAL AGENCY, of what it is to be an agent who acts on the
basis of justified beliefs. Many traditional views of rationality imply that cognizers
haveLOGICAL OMNISCIENCE, that is, that they believe all the logical consequences of
their beliefs. Since clearly we are not logically omniscient, there is a question of how
to modify one’s account of rationality to avoid this result.

See als,ANOMALOUS MONISM; EMERGENTISM EPISTEMOLOGY AND COGNITION,;
EXPLANATION; JUSTIFICATION, LOGICAL OMNISCIENCE, PROBLEM OF, NATURAL
KINDS; PSYCHOLOGICAL LAWS; RATIONAL AGENCY; REALISM AND ANTIREALISM;
REDUCTIONISM
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5 The Mind in Cognitive Science

At the outset, | said that the relation between the mental and physical remains the cen-
tral, general issue in contemporary, materialist philosophy of mind. In section 2, we
saw that the behaviorist critiques of Cartesian views of the mind and behaviorism
themselves introduced a dilemma that derived from the problem of the homunculus
that any mental science would seem to face. And in section 3 | suggested how a
vibrant skepticism about the scientific status of a distinctively psychological science
and philosophy's contribution to it was sustained by two dominant philosophical per-
spectives. It is time to bring these three points together as we move to explore the view
of the mind that constituted the core of the developing field of cognitive science in the
1970s, what is sometimes calledssiccognitive science, as well as its successors.

If we were to pose questions central to each of these three issues—the mental-
physical relation, the problem of the homunculus, and the possibility of a genuinely
cognitive science, they might be:

a. What is the relation between the mental and the physical?
b. How can psychology avoid the problem of the homunculus?
¢c. What makes a genuinetyentalscience possible?

Strikingly, these questions received standard answers, in the form of three “isms,”
from the nascent naturalistic perspective in the philosophy of mind that accompanied
the rise of classic cognitive science. (The answers, so you don’t have to peek ahead,
are, respectively, functionalism, computationalism, and representationalism.)

The answer to (a) IBUNCTIONALISM, the view, baldly put, that mental states are
functional states. Functionalists hold that what really matters to the identity of
types of mental states is not what their instances are made of, but how those
instances are causally arranged: what causes them, and what they, in turn, cause.
Functionalism represents a view of the mental-physical relation that is compatible
with materialism or physicalism because even if it is the functional or cealsal
that makes a mental state the state it is, evecypantof any particular role could
be physical. The role-occupant distinction, introduced explicitly by Armstrong
(1968) and implicitly in Lewis (1966), has been central to most formulations of
functionalism.

A classic example of something that is functionally identified or individuated is
money:it's not what it's made of (paper, gold, plastic) that makes something money
but, rather, the causal role that it plays in some broader economic system. Recogniz-
ing this fact about money is not to give up on the idea that money is material or physi-
cal. Even though material composition is not what determines whether something is
money, every instance of money is material or physical: dollar bills and checks are
made of paper and ink, coins are made of metal, even money that is stored solely as a
string of digits in your bank account hemmephysical composition. There are at least
two related reasons why functionalighout the minchas been an attractive view to
philosophers working in the cognitive sciences.

The first is that functionalism at least appears to supporUfieNoMY OF PSY-
CHOLOGY, for it claims that even if, as a matter of fact, our psychological states are
realized in states of our brains, their statupaghologicalstates lies in their func-
tional organization, which can be abstracted from this particular material stuff. This is
anonreductiveview of psychology. If functionalism is true, then there will be distinc-
tively psychological natural kinds that cross-cut the kinds that are determined by a
creature’s material composition. In the context of materialism, functionalism suggests
that creatures with very different material organizations could not only have mental
states, but havthe same kindsf mental states. Thus functionalism makes sense of
comparative psychological or neurological investigations across species.

The second is that functionalism allows fmmbiologicalforms of intelligence and
mentality. That is, because it is the “form” not the “matter” that determines psycho-
logical kinds, there could be entirely artifactual creatures, such as robots or comput-
ers, with mental states, provided that they have the right functional organization. This
idea has been central to traditional artificial intelligence (Al), where one ideal has
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been to create programs with a functional organization that not only allows them to
behave in some crude way like intelligent agents but to do so in a way that instantiates
at least some aspects of intelligence itself.

Both of these ideas have been criticized as part of attacks on functionalism. For
example, Paul and Patricia Churchland (1981) have argued that the “autonomy” of
psychology that one gains from functionalism can be a cover for the emptiness of the
science itself, and Jaegwon Kim (1993) has argued against the coherence of the nonre-
ductive forms of materialism usually taken to be implied by functionalism. Addition-
ally, functionalism and Al are the targets of John Searle's much-disctispexsE
ROOM ARGUMENT.

Consider (c), the question of what makes a distinctively mental science possible.
Although functionalism gives one sort of answer to this in its basis for a defense of the
autonomy (and so distinctness) of psychology, because there are more functional
kinds than those in psychology (assuming functionalism), this answer does not
explain what is distinctivelpsychologicalabout psychology. A better answer to this
guestion isrepresentationalismalso known as the representational theory of mind.
This is the view that mental states are relations between the bearers of those states and
internal mental representations. Representationalism answers (c) by viewing psychol-
ogy as the science concerned with the forms these mental representations can take, the
ways in which they can be manipulated, and how they interact with one another in
mediating between perceptual input and behavioral output.

A traditional version of representationalism, one cast in terms of Ideas, themselves
often conceptualized as images, was held by the British empiricists John Locke,
George Berkeley, arolaviD HUME. A form of representationalism, theNGUAGE OF
THOUGHT (LOT) hypothesis, has more recently been articulated and defended by Jerry
Fodor (1975, 1981, 1987, 1994). The LOT hypothesis is the claim that we are able to
cognize in virtue of having a mental languagentalesewhose symbols are com-
bined systematically by syntactic rules to form more complex units, such as thoughts.
Because these mental symbols are intentional or representational (they are about
things), the states that they compose are representational; mental states inherit their
intentionality from their constituent mental representations.

Fodor himself has been particularly exercised to use the language of thought
hypothesis to chalk out a place for #ROPOSITIONALATTITUDES and our folk psy-
chology within the developing sciences of the mind. Not all proponents of the repre-
sentational theory of mind, however, agree with Fodor's view that the system of
representation underlying thought ilaaguage nor with his defense of folk psychol-
ogy. But even forms of representationalism that are less committal than Fodor’'s own
provide an answer to the question of what is distinctive about psychology: psychology
is not mere neuroscience because it traffics in a range of mental representations and
posits internal processes that operate on these representations.

Representationalism, particularly in Fodoresque versions that see the language of
thought hypothesis as forming the foundations for a defense of both cognitive psy-
chology and our commonsense folk psychology, has been challenged within cognitive
science by the rise of connectionism in psychology eEERAL NETWORKS within
computer science. Connectionist models of psychological processing might be taken
as an existence proof that one does not need to assume what is sometimes called the
RULES AND REPRESENTATIONSapproach to understand cognitive functions: the lan-
guage of thought hypothesis is no longer “the only game in town.”

ConnectionistCOGNITIVE MODELING of psychological processing, such as that of
the formation of past tense (Rumelhart and McClelland 1986), face recognition (Cot-
trell and Metcalfe 1991), ardSUAL WORD RECOGNITION (Seidenberg and McClel-
land 1989), typically does not posit discrete, decomposable representations that are
concatenated through the rules of some language of thought. Rather, connectionists
posit aCOGNITIVE ARCHITECTURE made up of simple neuron-like nodes, with activity
being propagated across the units proportional to the weights of the connection
strength between them. Knowledge lies not in the nodes themselves but in the values
of the weights connecting nodes. There seems to be nothing of a propositional form
within such connectionist networks, no place for the internal sentences that are the
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objects of folk psychological states and other subpersonal psychological states posited
in accounts of (for example) memory and reasoning.

The tempting idea that “classicists” accept, and connectionists reject, representa-
tionalism is too simple, one whose implausibility is revealed once one shifts one’s
focus from folk psychology and the propositional attitudes to cognition more gener-
ally. Even when research in classical cognitive science—for example, that on
KNOWLEDGE-BASED SYSTEMS and ONBAYESIAN NETWORKS—is cast in terms of
“beliefs” that a system has, the connection between “beliefs” and the beliefs of folk
psychology has been underexplored. More importantly, the notion of representation
itself has not been abandoned across-the-board by connectionists, some of whom
have sought to salvage and adapt the notion of mental representation, as suggested by
the continuing debate oveISTRIBUTED VS. LOCAL REPRESENTATIONand the explo-
ration of sub-symbolic forms of representation within connectionism (see Boden
1990; Haugeland 1997; Smolensky 1994).

What perhaps better distinguishes classic and connectionist cognitive science here
is not the issue of whether some form of representationalism is true, but whether the
guestion to which it is an answer needs answering at all. In classical cognitive science,
what makes the idea of a genuingigntalscience possible is the idea that psychol-
ogy describes representation crunching. But in starting with the idea that neural repre-
sentation occurs from single neurons up through circuits to modules and more
nebulous, distributed neural systems, connectionists are less likely to think that psy-
chology offers a distinctive level of explanation that deserves some identifying char-
acterization. This rejection of question (c) is clearest, | think, in reltedmic
APPROACHESTO COGNITION, since such approaches investigate psychological states as
dynamic systems that need not posit distingintalrepresentations. (As with con-
nectionist theorizing about cognition, dynamic approaches encompass a variety of
views of mental representation and its place in the study of the mind that make repre-
sentationalism itself a live issue within such approaches; see Haugeland 1991; van
Gelder 1998.)

Finally, consider (b), the question of how to avoid the problem of the homunculus
in the sciences of the mind. In classic cognitive science, the answer te¢bh)psta-
tionalism,the view that mental states are computational, an answer which integrates
and strengthens functionalist materialism and representationalism as answers to our
previous two questions. It does so integy in which it provides a more precise char-
acterization of the nature of the functional or causal relations that exist between men-
tal states: these amomputational relations between mental representatidie
traditional way to spell this out is tl@®MPUTATIONAL THEORY OF MIND, according to
which the mind is a digital computer, a device that stores symbolic representations
and performs operations on them in accord sjthtacticrules, rules that attend only
to the “form” of these symbols. This view of computationalism has been challenged
not only by relatively technical objections (such as that based oFREME PROB
LEM), but also by the development of neural networks and modsIswiTED COG-

NITION AND LEARNING, where (at least some) informational load is shifted from
internal codes to organism-environment interactions (cf. Ballard et al. 1997).

The computational theory of mind avoids the problem of the homunculus because
digital computers that exhibit some intelligence exist, and they do not contain undis-
charged homunculi. Thus, Ve are fancy versions of such computers, then we can
understand our intelligent capacities without positing undischarged homunculi. The
way this works in computers is by having a series of programs and languages, each
compiled by the one beneath it, with the most basic language directly implemented in
the hardware of the machine. We avoid an endless series of homunculi because the
capacities that are posited at any given level are typically simpler and more numerous
than those posited at any higher level, with the lowest levels specifying instructions to
perform actions that require no intelligence at all. This strategyUSCTIONAL
DECOMPOSITIONSolves the problem of the homunculus if we are digital computers,
assuming that it solves it for digital computers.

Like representationalism, computationalism has sometimes been thought to have
been superseded by either (or both) the connectionist revolution of the 1980s, or the
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Decade of the Brain (the 1990s). But as with proclamations of the death of representa-
tionalism, this notice of the death of computationalism is premature. In part this is
because the object of criticism is a specific version of computationalism, not compu-
tationalism per se (cf. representationalism), and in part it is because neural networks
and the neural systems in the head they model are both themselves typically claimed
to be computational in some sense. It is surprisingly difficult to find an answer within
the cognitive science community to the question of whether there is a univocal notion
of COMPUTATION that underlies the various different computational approaches to
cognition on offer. The various types afJTOMATA postulated in the 1930s and
1940s—particularlyruRING machines and the “neurons” ECULLOCH andPITTS,

which form the intellectual foundations, respectively, for the computational theory of
mind and contemporary neural network theory—have an interwoven history, and
many of the initial putative differences between classical and connectionist cognitive
science have faded into the background as research in artificial intelligence and cogni-
tive modeling has increasingly melded the insights of each approach into more sophis-
ticated hybrid models of cognition (cf. Ballard 1997).

While dynamicists (e.g., Port and van Gelder 1995) have sometimes been touted as
providing a noncomputational alternative to both classic and connectionist cognitive
science (e.g., Thelen 1995: 70), as with claims about the nonrepresentational stance of
such approaches, such a characterization is not well founded (see Clark 1997, 1998).
More generally, the relationship between dynamical approaches to both classical and
connectionist views remains a topic for further discussion (cf. van Gelder and Port
1995; Horgan and Tienson 1996; and Giunti 1997).

See alsCAUTOMATA; AUTONOMY OF PSYCHOLOGY, BAYESIAN NETWORKS CHI-
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6 A Focus on Folk Psychology

Much recent philosophical thinking about the mind and cognitive science remains
preoccupied with the three traditional philosophical issues | identified in the first
section: the mental-physical relation, the structure of the mind, and the first-person
perspective. All three issues arise in one of the most absorbing discussions over the
last twenty years, that over the nature, status, and future of what has been variously
called commonsense psychology, the propositional attitudesplat PSYCHOL-

OGY.

The termfolk psychologwas coined by Daniel Dennett (1981) to refer to the sys-
tematic knowledge that we “folk” employ in explaining one another's thoughts, feel-
ings, and behavior; the idea goes back to Sellars’s Myth of Jones in “Empiricism and
the Philosophy of Mind” (1956). We all naturally and without explicit instruction
engage in psychological explanation by attributing beliefs, desires, hopes, thoughts,
memories, and emotions to one another. These patterns of folk psychological explana-
tion are “folk” as opposed to “scientific” since they require no special training and are
manifest in everyday predictive and explanatory practice; and genuinely “psychologi-
cal” because they posit the existence of various states or properties that seem to be
paradigmatically mental in nature. To engage in folk psychological explanation is, in
Dennett’s (1987) terms, to adopt tReENTIONAL STANCE

Perhaps the central issue about folk psychology concerns its relationship to the
developing cognitive scienceBLIMINATIVE MATERIALISM, or eliminativism, is the
view that folk psychology will find no place in any of the sciences that could be called
“cognitive” in orientation; rather, the fortune of folk psychology will be like that of
many other folk views of the world that have found themselves permanently out of
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step with scientific approaches to the phenomena they purport to explain, such as folk
views of medicine, disease, and witchcratft.

Eliminativism is sometimes motivated by adherence to reductionism (including the
thesis ofEXTENSIONALITY) and the ideal of the unity of science, together with the rec-
ognition that the propositional attitudes have features that set them off in kind from
the types of entity that exist in other sciences. For example, they are intentional or rep-
resentational, and attributing them to individuals seems to depend on factors beyond
the boundary of those individuals, as theN EARTH arguments suggest. These argu-
ments and others point to a prima facie conflict between folk psychology@ra -

UALISM (or internalisn) in psychology (see Wilson 1995). The apparent conflict
between folk psychology and individualism has provided one of the motivations for
developing accounts 6fARROW CONTENT, content that depends solely on an individ-
ual's intrinsic, physical properties. (The dependence here has usually been understood
in terms of the technical notion 86PERVENIENCE see Horgan 1993.)

There is a spin on this general motivation for eliminative materialism that appeals
more directly to the issue of the how the mind is structured. The claim here is that
whether folk psychology is defensible will turn in large part on how compatible its
ontology—its list of what we find in a folk psychological mind—is with the develop-
ing ontology of the cognitive sciences. With respect to classical cognitive science,
with its endorsement of both the representational and computational theories of mind,
folk psychology is on relatively solid ground here. It posits representational states,
such as belief and desire, and it is relatively easy to see how the causal relations
between such states could be modeled computationally. But connectionist models of
the mind, with what representation there is lying in patterns of activity rather than in
explicit representations like propositions, seem to leave less room in the structure of
the mind for folk psychology.

Finally, the issue of the place of the first-person perspective arises with respect to
folk psychology when we ask how people deploy folk psychology. That is, what sort
of psychological machinery do we folk employ in engaging in folk psychological
explanation? This issue has been the topic OStRELATION VS. THEORY-THEORY
debate, with proponents of the simulation view holding, roughly, a “first-person first”
account of how folk psychology works, and theory-theory proponents viewing folk
psychology as essentially a third-person predictive and explanatory tool. Two recent
volumes by Davies and Stone (1995a, 1995b) have added to the literature on this
debate, which has developmental and moral aspects, including implications for
MORAL PSYCHOLOGY.

See alSELIMINATIVE MATERIALISM ; EXTENSIONALITY, THESISOF, FOLK PSYCHOL
OGY; INDIVIDUALISM ; INTENTIONAL STANCE MORAL PSYCHOLOGY, NARROW CON-
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7 Exploring Mental Content

Although BRENTANO's claim thatINTENTIONALITY is the “mark of the mental” is
problematic and has few adherents today, intentionality has been one of the flagship
topics in philosophical discussion of the mental, and so at least a sort of mark of that
discussion. Just what the puzzle about intentionality is and what one might say about
it are topics | want to explore in more detail here.
To say that something is intentional is just to say thatabaut somethingyr that
it refers to somethinglin this sense, statements of fact are paradigmatically inten-
tional, since they are about how things are in the world. Similarly, a highway sign with
a picture of a gas pump on it is intentional because it conveys the information that
there is gas station ahead at an exit: it is, in some sense, about that state of affairs.
The beginning of chapter 4 of Jerry Fodd?sychosemanticgrovides one lively
expression of the problem with intentionality:

| suppose that sooner or later the physicists will complete the catalogue they’ve been compiling of the
ultimate and irreducible properties of things. When they do, the likgsirofcharmandchargewill

perhaps appear upon their list. Bbbutnessurely won't; intentionality simply doesn’t go that deep.

It's hard to see, in face of this consideration, how one can be a Realist about intentionality without
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also being, to some extent or other, a Reductionist. If the semantic and the intentional are real
properties of things, it must be in virtue of their identity with (or maybe of their supervenience on?)
properties that are themselvestherintentionalnor semantic. If aboutness is real, it must be really
something else. (p. 97, emphases in original)

Although there is much that one could take issue with in this passage, my reason for
introducing it here is not to critique it but to try to capture some of the worries about
intentionality that bubble up from it.

The most general of these concernsliagisof intentionality in the natural order:
given that only special parts of the world (like our minds) have intentional properties,
what is it about those things that gives them (and not other things) intentionality?
Since not only mental phenomena are intentional (for example, spoken and written
natural language and systems of signs and codes are as well), one might think that a
natural way to approach this question would be as follows. Consider all of the various
sorts of “merely material” things that at least seem to have intentional properties.
Then proceed to articulate why each of them is intentional, either taking the high road
of specifying something like the “essence of intentionality”—something that all and
only things with intentional properties have—or taking the low road of doing so for
each phenomenon, allowing these accounts to vary across disparate intentional phe-
nomena.

Very few philosophers have explored the problem of intentionality in this way. |
think this is chiefly because they do not view all things with intentional properties as
having been created equally. A common assumption is that even if lots of the nonmen-
tal world is intentional, its intentionality @erived,in some sense, from the intention-
ality of the mental. So, to take a classic example, the sentences we utter and write are
intentional all right (they are about things). But their intentionality derives from that
of the corresponding thoughts that are their causal antecedents. To take another often-
touted example, computers often produce intentional output (even photocopiers can
do this), but whatever intentionality lies in such output is not inherent to the machines
that produce it but is derivative, ultimately, from the mental states of those who
design, program, and use them and their products. Thus, there has been a focus on
mental states as a sort of paradigm of intentional state, and a subsequent narrowing of
the sorts of intentional phenomena discussed. Two points are perhaps worth making
briefly in this regard.

First, the assumption that not all things with intentional properties are created
equally is typically shared even by those who have not focused almost exclusively on
mental states as paradigms of intentional states, but on languages and other public and
conventional forms of representation (e.g., Horst 1996). It is just that their paradigm is
different.

Second, even when mental statevebeen taken as a paradigm here, those inter-
ested in developing a “psychosemantics™—an account of the basis for the semantics
of psychological states—have often turned to decidedly honmental systems of repre-
sentation in order to theorize about the intentionality of the mental. This focus on
what we might think of aproto-intentionalityhas been prominent within both Fred
Dretske’s (1981) informational semantics and the biosemantic approach pioneered by
Ruth Millikan (1984, 1993).

The idea common to such views is to get clear about the grounds of simple forms
of intentionality before scaling up to the case of the intentionality of human minds, an
instance of a research strategy that has driven work in the cognitive sciences from
early work in artificial intelligence ORNOWLEDGE REPRESENTATIONand cognitive
modeling through to contemporary workdOMPUTATIONAL NEUROSCIENCE Explor-
ing simplified or more basic intentional systems in the hope of gaining some insight
into the more full-blown case of the intentionality of human minds runs the risk, of
course, of focusing on cases that leave out precisely that which is crucial to full-blown
intentionality. Some (for example, Searle 1992) would claim that consciousness and
phenomenology are such features.

As | hinted at in my discussion of the mind in cognitive science in section 5, con-
strued one way the puzzle about the grounds of intentionality has a general answer in
the hypothesis of computationalism. But there is a deeper problem about the grounds
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of intentionality concerningust howat least some mental stuff could be about other
stuff in the world, and computationalism is of little help here. Computationalism does
not even pretend to answer the question of what it is about specific mental states (say,
my belief that trees often have leaves) that gives them the content that they have—for
example, that makes thembout treesEven if wewerecomplicated Turing machines,

what would it be abouty Turing machine table that implies that | have the belief that
trees often have leaves? Talking about the correspondence between the semantic and
syntactic properties that symbol structures in computational systems have, and of how
the former are “inherited” from the latter is well and good. But it leaves open the “just
how” question, and so fails to address what | am here calling the deeper problem
about the grounds of intentionality. This problem is explored in the artickERnAL
REPRESENTATION and particular proposals for a psychosemantics can be found in
those ONNFORMATIONAL SEMANTICS andFUNCTIONAL ROLE SEMANTICS.

It would be remiss in exploring mental content to fail to mention that much thought
about intentionality has been propelled by work in the philosophy of language: on
INDEXICALS AND DEMONSTRATIVES on theories oREFERENCEand the propositional
attitudes, and on the idea RADICAL INTERPRETATION Here | will restrict myself to
some brief comments on theories of reference, which have occupied center stage in
the philosophy of language for much of the last thirty years.

One of the central goals of theories of reference has been to explain in virtue of
what parts of sentences of natural languages refer to the things they refer to. What
makes the name “Miranda” refer to my daughter? In virtue of what does the plural
noun “dogs” refer to dogs? Such questions have a striking similarity to my above
expression of the central puzzle concerning intentionality. In fact, the application of
causal theories of reference (Putnam 1975, Kripke 1980) developed principally for
natural languages has played a central role in disputes in the philosophy of mind
that concern intentionality, including those over individualism, narrow content, and
the role of Twin Earth arguments in thinking about intentionality. In particular,
applying them not to the meaning of natural language terms but to the content of
thought is one way to reach the conclusion thahtalcontent does not supervene
on an individual's physical properties, that is, that mental content is not individual-
istic.

GOTTLOB FREGE is a classic source for contrasting descriptivist theories of refer-
ence, according to which natural language reference is, in some sense, mediated by a
speaker’s descriptions of the object or property to which she refers. Moreover, Frege's
notion of sense and the distinction betwseNSEAND REFERENCEare often invoked
in support of the claim that there is muchMBANING—Iinguistic or mental—that
goes beyond the merely referential. Frege is also one of the founders of modern logic,
and it is to the role of logic in the cognitive sciences that | now turn.

See als@BRENTANO, FRANZ; COMPUTATIONAL NEUROSCIENCE FREGE GOTTLOB;
FUNCTIONAL ROLE SEMANTICS; INDEXICALS AND DEMONSTRATIVES INFORMATIONAL
SEMANTICS, INTENTIONALITY ; KNOWLEDGE REPRESENTATION MEANING; MENTAL
REPRESENTATION RADICAL INTERPRETATION REFERENCE THEORIES OF, SENSEAND
REFERENCE

8 Logic and the Sciences of the Mind

AlthoughINDUCTION, like deduction, involves drawing inferences on the basis of one
or more premises, it ideductiveinference that has been the focusaeic, what is

often simply referred to as “formal logic” in departments of philosophy and linguis-
tics. The idea that it is possible to abstract away from deductive arguments given in
natural language that differ in the content of their premises and conclusions goes back
at least to Aristotle in the fourth centwy. Hence the term “Aristotelian syllogisms”

to refer to a range of argument forms containing premises and conclusions that begin
with the words “every” or “all,” “some,” and “no.” This abstraction makes it possible

to talk about argumemdrmsthat are valid and invalid, and allows one to describe two
arguments as being of the salogical form. To take a simple example, we know that
any argument of the form:
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All A are B.
No B are C.

No A are C.

is formally valid, where the emphasis here serves to highlight reference to the preser-
vation of truth from premises to conclusion, that is, the validity, solely in virtue of the
forms of the individual sentences, together with the form their arrangement consti-
tutes. Whatever plural noun phrases we substitute for “A,” “B,” and “C,” the resulting
natural language argument will be valid: if the two premises are true, the conclusion
must also be true. The same general point applies to arguments that are formally
invalid, which makes it possible to talk about forrfallacies,that is, inferences that
are invalid because of the forms they instantiate.

Given the age of the general ideaLOfGICAL FORM, what is perhaps surprising is
that it is only in the late nineteenth century that the notion was developed so as to
apply to a wide range of natural language constructions through the development of
the propositionalandpredicatelogics. And it is only in the late twentieth century that
the notion of logical form comes to be appropriated within linguistics in the study of
SYNTAX. | focus here on the developments in logic.

Central to propositional logic (sometimes called “sentential logic”) is the idea of a
propositional or sententiaperator,a symbol that acts as a function on propositions
or sentences. The paradigmatic propositional operators are symbols for negation
(“~"), conjunction (“&”"), disjunction (“v"), and conditional (). And with the
development of formal languages containing these symbols comes an ability to repre-
sent a richer range of formally valid arguments, such as that manifest in the following
thought:

If Sally invites Tom, then either he will say “no,” or cancel his game with Bill. But
there’s no way he’d turn Sally down. So | guess if she invites him, he’ll cancel
with Bill.

In predicate or quantificational logic, we are able to represent not simply the relations
between propositions, as we can in propositional logic, but also the structure within
propositions themselves through the introductio@@ANTIFIERS and the terms and
predicates that they bind. One of the historically more important applications of pred-
icate logic has been its widespread use in linguistics, philosophical logic, and the phi-
losophy of language to formally represent increasingly larger parts of natural
languages, including not just simple subjects and predicates, but adverbial construc-
tions, tense, indexicals, and attributive adjectives (for example, see Sainsbury 1991).

These fundamental developments in logical theory have had perhaps the most
widespread and pervasive effect on the foundations of the cognitive scierargs of
contributions from philosophy or mathematics. They also form the basis for much
contemporary work across the cognitive sciences: in linguistic semantics (e.g.,
throughMODAL LOGIC, in the use 0POSSIBLEWORLDS SEMANTICS to model frag-
ments of natural language, and in workBIRDING); in metalogic (e.g., ORORMAL
SYSTEMS and results such as tkelURCHTURING THESIS and GODEL'S THEOREMS);
and in artificial intelligence (e.g., QMGICAL REASONING SYSTEMS TEMPORAL REA-
SONING, andMETAREASONING).

Despite their technical payoff, the relevance of these developments in logical the-
ory for thinking more directly abomEDUCTIVE REASONINGin human beings is, iron-
ically, less clear. Psychological work on human reasoning, including that on
JUDGMENT HEURISTICS CAUSAL REASONING andMENTAL MODELS, points to ways in
which human reasoning may be governed by structures very different from those
developed in formal logic, though this remains an area of continuing debate and dis-
cussion.

See als®@INDING THEORY; CAUSAL REASONING CHURCH-TURING THESIS DEDUC-

TIVE REASONING FORMAL SYSTEMS PROPERTIESOF, GODEL'S THEOREMS INDUC-
TION; JUDGMENT HEURISTICS LOGIC; LOGICAL FORM IN LINGUISTICS; LOGICAL FORM,
ORIGINS OF, LOGICAL REASONING SYSTEMS MENTAL MODELS; METAREASONING,
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MODAL LOGIC; POSSIBLE WORLDS SEMANTICS, QUANTIFIERS, SYNTAX; TEMPORAL
REASONING

9 Two Ways to Get Biological

By the late nineteenth century, both evolutionary theory and the physiological study of
mental capacities were firmly entrenched. Despite this, these two paths to a biological
view of cognition have only recently been re-explored in sufficient depth to warrant
the claim that contemporary cognitive science incorporates a truly biological perspec-
tive on the mind. The neurobiological path, laid down by the tradition of physiological
psychology that developed from the mid-nineteenth century, is certainly the better
traveled of the two. The recent widening of this path by those dissatisfied with the dis-
tinctly nonbiological approaches adopted within traditional artificial intelligence has,
as we saw in our discussion of computationalism, raised new questionsabieut

TATION AND THE BRAIN, the traditional computational theory of the mind, and the
rules and representations approach to understanding the mind. The evolutionary path,
by contrast, has been taken only occasionally and half-heartedly over the last 140
years. | want to concentrate not only on why but on the ways in which evolutionary
theory is relevant to contemporary interdisciplinary work on the mind.

The theory oEVOLUTION makes a claim about tipatternsthat we find in the bio-
logical world—they are patterns déscent-and a claim about the predominant cause
of those patterns—they are caused by the mechanism of natural selection. None of the
recent debates concerning evolutionary theory—from challenges to the focus on
ADAPTATION AND ADAPTATIONISM in Gould and Lewontin (1979) to more recent
work onSELFORGANIZING SYSTEMSandARTIFICIAL LIFE—challenges the substantial
core of the theory of evolution (cf. Kauffman 1993, 1995; Depew and Weber 1995).
The vast majority of those working in the cognitive sciences both accept the theory of
evolution and so think that a large number of traits that organisms possess are adapta-
tions to evolutionary forces, such as natural selection. Yet until the last ten years, the
scattered pleas to apply evolutionary theory to the mind (such as those of Ghiselin
1969 and Richards 1987) have come largely from those outside of the psychological
and behavioral sciences.

Within the last ten years, however, a distinCEB®LUTIONARY PSYCHOLOGY has
developed as a research program, beginning in Leda Cosmides’s (1989) work on
human reasoning and the Wason selection task, and represented in the collection of
papersThe Adapted MingBarkow, Cosmides, and Tool®92) and, more recently
and at a more popular level, by Steven Pinkiddsv the Mind Work$1997). Evolu-
tionary psychologists view the mind as a set of “Darwinian algorithms” designed by
natural selection to solve adaptive problems faced by our hunter-gatherer ancestors.
The claim is that this basic Darwinian insight can and should guide research into the
cognitive architecture of the mind, since the task is one of discovering and under-
standing thelesignof the human mind, in all its complexity. Yet there has been more
than an inertial resistance to viewing evolution as central to the scientific study of
human cognition.

One reason is that evolutionary theory in general is seen as answering different
guestions than those at the core of the cognitive sciences. In terms of the well-known
distinction betweemroximal andultimate causes, appeals to evolutionary theory pri-
marily allow one to specify the latter, and cognitive scientists are chiefly interested in
the former: they are interested in ti@v rather than thevhy of the mind. Or to put it
more precisely, central to cognitive science is an understandingrobttie@nismshat
govern cognition, not the various histories—evolutionary or not—that produced these
mechanisms. This general perception of the concerns of evolutionary theory and the
contrasting conception of cognitive science, have both been challenged by evolution-
ary psychologists. The same general challenges have been issued by those who think
that the relations betwea@THICS AND EVOLUTION and those between cognition and
CULTURAL EVOLUTION have not received their due in contemporary cognitive science.

Yet despite the skepticism about this direct application of evolutionary theory to
human cognition, its implicit application is inherent in the traditional interest in the



Philosophy XXXV

minds ofother animals, fromaplysiato (nonhuman) apesNIMAL NAVIGATION, PRI

MATE LANGUAGE, andCONDITIONING AND THE BRAIN, while certainly topics of inter-

est in their own right, gain some added value from what their investigation can tell us
abouthumanminds and brains. This presupposes something like the following: that
there are natural kinds in psychology that transcend species boundaries, such that
there is a general way of exploring how a cognitive capacity is structured, independent
of the particular species of organism in which it is instantiated (cf. functionalism).
Largely on the basis of research with non-human animals, we know enough now to
say, with a high degree of certainty, things like this: thaC#REBELLUM is the cen-

tral brain structure involved iMOTOR LEARNING, and that thelMBIC SYSTEM plays

the same role with respect to at least semeTIONS.

This is by way of returning to (and concluding with) the neuroscientific path to
biologizing the mind, and the three classic philosophical issues about the mind with
which we began. As | hope this introduction has suggested, despite the distinctively
philosophical edge to all three issues—the mental-physical relation, the structure of
the mind, and the first-person perspective—discussion of each of them is elucidated
and enriched by the interdisciplinary perspectives provided by empirical work in the
cognitive sciences. It is not only a priori arguments but complexities revealed by
empirical work (e.g., on the neurobiology of consciousnesaTTENTION and ani-
mal and human brains) that show the paucity of the traditional philosophical “isms”
(dualism, behaviorism, type-type physicalism) with respect to the mental-physical
relation. It is not simply general, philosophical arguments against nativism or against
empiricism about the structure of the mind that reveal limitations to the global ver-
sions of these views, but ongoing work @QDULARITY AND LANGUAGE, on cogni-
tive architecture, and on the innateness of language. And thought about introspection
and self-knowledge, to take two topics that arise when one reflects on the first-person
perspective on the mind, is both enriched by and contributes to empirical work on
BLINDSIGHT, the theory of mind, anBlETAREPRESENTATION With some luck, phi-
losophers increasingly sensitive to empirical data about the mind will have paved a
two-way street that encourages psychologists, linguists, neuroscientists, computer
scientists, social scientists and evolutionary theorists to venture more frequently and
more surely into philosophy.

See alsOADAPTATION AND ADAPTATIONISM; ANIMAL NAVIGATION; ARTIFICIAL

LIFE; ATTENTION IN THE ANIMAL BRAIN; ATTENTION IN THE HUMAN BRAIN; BLIND-
SIGHT; CEREBELLUM; COMPUTATION AND THE BRAIN; CONDITIONING AND THE BRAIN;
CULTURAL EVOLUTION; EMOTIONS,; ETHICSAND EVOLUTION; EVOLUTION; EVOLUTION-
ARY PSYCHOLOGY, LIMBIC SYSTEM, METAREPRESENTATION MODULARITY AND LAN-
GUAGE; MOTOR LEARNING; PRIMATE LANGUAGE; SELFORGANIZING SYSTEMS
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Psychology

Keith J. Holyoak

Psychology is the science that investigates the representation and processing of infor-
mation by complex organisms. Many animal species are capable of taking in informa-
tion about their environment, forming internal representations of it, and manipulating
these representations to select and execute actions. In addition, many animals are able
to adapt to their environments by means of learning that can take place within the
lifespan of an individual organism. Intelligent information processing implies the abil-
ity to acquire and process information about the environment in order to select actions
that are likely to achieve the fundamental goals of survival and propagation. Animals
have evolved a system of capabilities that collectively provide them with the ability to
process information. They have sensory systems suthsas andHAPTIC PERCEP

TION (touch), which provide information about the immediate environment with
which the individual is in direct contact; proprioception, which provides information
about an animal's own bodily states; smiLL, AUDITION, andvISION, which provide
information about more distant aspects of the environment. Animals are capable of
directed, self-generated motion, includixE MOVEMENTS and other motoric behav-

iors such asIANIPULATION AND GRASPING which radically increase their ability to

pick up sensory information and also to act upon their environments.

The central focus of psychology concerns the information processing that inter-
venes between sensory inputs and motoric outputs. The most complex forms of intel-
ligence, observed in birds and mammals, and particularly primates (especially great
apes and humans) require theories that deal with the machinery of thought and inner
experience. These animals have minds EndTIONS; their sensory inputs are inter-
preted to create perceptions of the external world, guided in part by sekautire
TION; some of the products of perception are storestEMORY, and may in turn
influence subsequent perception. Intellectually sophisticated animals perfanm
SIONMAKING andPROBLEM SOLVING, and in the case of humans engageAMGUAGE
AND COMMUNICATION. Experience coupled with innate constraints results in a process
of COGNITIVE DEVELOPMENT as the infant becomes an adult, and also leadsarn-

ING over the lifespan, so that the individual is able to adapt to its environment within a
vastly shorter time scale than that required for evolutionary change. Humans are capa-
ble of the most complex and most domain-general forms of information processing of
all species; for this reason (and because those who study psychology are humans),
most of psychology aims directly or indirectly to understand the nature of human
information processing andiTELLIGENCE. The most general characteristics of the
human system for information processing are described asotheiTIVE ARCHITEC-

TURE.

See alSATTENTION; AUDITION; COGNITIVE ARCHITECTURE COGNITIVE DEVELOP
MENT; DECISIONMAKING ; EMOTIONS; EYE MOVEMENTS AND VISUAL ATTENTION; HAP-

TIC PERCEPTION INTELLIGENCE; LANGUAGE AND COMMUNICATION; LEARNING;
MANIPULATION AND GRASPING MEMORY; PROBLEM SOLVING; SMELL; TASTE, VISION

1 The Place of Psychology within Cognitive Science

As the science of the representation and processing of information by organisms,
psychology (particularly cognitive psychology) forms part of the core of cognitive
science. Cognitive science research conducted in other disciplines generally has
actual or potential implications for psychology. Not all research on intelligent infor-
mation processing is relevant to psychology. Some work in artificial intelligence,
for example, is based on representations and algorithms with no apparent connec-
tion to biological intelligence. Even though such work may be highly successful at
achieving high levels of competence on cognitive tasks, it does not fall within the
scope of cognitive science. For example, the Deep Blue Il program that defeated the
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humancHeEsschampion Gary Kasparov is an example of an outstanding artificial-
intelligence program that has little or no apparent psychological relevance, and
hence would not be considered to be part of cognitive science. In contrast, work on
adaptivePRODUCTION SYSTEMS and NEURAL NETWORKS much of which is con-
ducted by computer scientists, often has implications for psychology. Similarly, a
great deal of work in such allied disciplines as neuroscience, linguistics, anthropol-
ogy, and philosophy has psychological implications. At the same time, work in psy-
chology often has important implications for research in other disciplines. For
example, research ipsycHOLINGUISTICShas influenced developments in linguis-
tics, and research #sYCHOPHYSICshas guided neurophysiological research on the
substrates of sensation and perception.

In terms ofMARR’s tripartite division of levels of analysis (computational theory,
representation and algorithm, and hardware implementation), work in psychology
tends to concentrate on the middle level, emphasizing how information is represented
and processed by humans and other animals. Although there are many important
exceptions, psychologists generally aim to develop process models that specify more
than the input-output functions that govern cognition (for example, also specifying
timing relations among intervening mental processes), while abstracting away from
the detailed neural underpinnings of behavior. Nonetheless, most psychologists do not
insist in any strict sense on tA@TONOMY OF PSYCHOLOGY, but rather focus on
important interconnections with allied disciplines that comprise cognitive science.
Contemporary psychology at the information-processing level is influenced by
research in neuroscience that investigates the neural basis for cognition and emotion,
by work on representations and algorithms in the fields of artificial intelligence and
neural networks, and by work in social sciences such as anthropology that places the
psychology of individuals within its cultural context. Research on the psychology of
language (e.gGOMPUTATIONAL PSYCHOLINGUISTICSandLANGUAGE AND THOUGHT)
is influenced by the formal analyses of language developed in linguistics. Many areas
of psychology make close contact with classical issues in philosophy, especially in
EPISTEMOLOGY (€.g.,CAUSAL REASONING INDUCTION; CONCEPTS.

The field of psychology has several major subdivisions, which have varying
degrees of connection to cognitive science. Cognitive psychology deals directly with
the representation and processing of information, with greatest emphasis on cognition
in adult humans; the majority of the psychology entries that appear in this volume
reflect work in this area. Developmental psychology deals with the changes in cogni-
tive, social, and emotional functioning that occur over the lifespan of humans and
other animals (see in particul@OGNITIVE DEVELOPMENT, PERCEPTUAL DEVELOP-

MENT, and INFANT COGNITION). Social psychology investigates the cognitive and
emotional factors involved in interactions between people, especially in small groups.
One subarea of social psychologgcCIAL COGNITION, is directly concerned with the
manner in which people understand the minds, emotions, and behavior of themselves
and others (see alSBIEORY OF MIND; INTERSUBJECTIVITY). Personality psychology
deals primarily with motivational and emotional aspects of human experience (see
FREUD for discussion of the ideas of the famous progenitor of this area of psychol-
ogy), and clinical psychology deals with applied issues related to mental koeaith.
PARATIVE PSYCHOLOGY investigates the commonalities and differences in cognition
and behavior between different animal species FBRATE COGNITION; ANIMAL
NAVIGATION ; CONDITIONING; and MOTIVATION), and behavioral neuroscience pro-
vides the interface between research on molar cognition and behavior and their under-
lying neural substrate.

See alS@NIMAL NAVIGATION ; ANIMAL NAVIGATION, NEURAL NETWORKS AUTON-

OMY OF PSYCHOLOGY, CAUSAL REASONING CHESS PSYCHOLOGY OF; COGNITIVE
DEVELOPMENT, COMPARATIVE PSYCHOLOGY, COMPUTATIONAL PSYCHOLINGUISTICS
CONCEPTS CONDITIONING; EPISTEMOLOGY AND COGNITION; INDUCTION; INFANT
COGNITION; INTERSUBJECTIVITY; LANGUAGE AND THOUGHT; MARR, DAVID; MOTIVA-
TION; NEURAL NETWORKS PERCEPTUAL DEVELOPMENT, PRIMATE COGNITION; PRC-
DUCTION SYSTEMS PSYCHOLINGUISTICS PSYCHOPHYSICS SOCIAL COGNITION,;
SOCIAL COGNITION IN ANIMALS ; THEORY OF MIND
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2 Capsule History of Psychology

Until the middle of the nineteenth century the nature of the mind was solely the con-
cern of philosophers. Indeed, there are a number of reasons why some have argued
that the scientific investigation of the mind may prove to be an impossible undertak-
ing. One objection is that thoughts cannot be measured; and without measurement,
science cannot even begin. A second objection is to question how humans could
objectively study their own thought processes, given the fact that science itself
depends on human thinking. A final objection is that our mental life is incredibly
complex and bound up with the further complexities of human social interactions;
perhaps cognition is simply too complex to permit successful scientific investigation.

Despite these reasons for skepticism, scientific psychology emerged as a discipline
separate from philosophy in the second half of the nineteenth century. A science
depends on systematic empirical methods for collecting observations and on theories
that interpret these observations. Beginning around 1850, a number of individuals,
often trained in philosophy, physics, physiology, or neurology, began to provide these
crucial elements.

The anatomist Ernst Heinrich Weber and the physicist and philosopher Gustav
Fechner measured the relations between objective changes in physical stimuli, such as
brightness or weight, and subjective changes in the internal sensations the stimuli gen-
erate. The crucial finding of Weber and Fechner was that subjective differences were
not simply equivalent to objective differences. Rather, it turned out that for many
dimensions, the magnitude of change required to make a subjective difference (“just
noticeable difference,” or “jnd”) increased as overall intensity increased, often follow-
ing an approximately logarithmic function, known as the Weber-Fechner Law. Weber
and Fechner's contribution to cognitive psychology was much more general than iden-
tifying the law that links their names. They convincingly demonstrated that, contrary
to the claim that thought is inherently impossible to measure, it is in fact possible to
measure mental concepts, such as the degree of sensation produced by a stimulus.
Fechner called this new field of psychological measurerrerCHOPHYSICS the
interface of psychology and physics, of the mental and the physical.

A further foundational issue concerns the speed of human thought. In the nine-
teenth century, many believed that thought was either instantaneous or else so fast that
it could never be measured. BARRMANN VON HELMHOLTZ, a physicist and physiolo-
gist, succeeded in measuring the speed at which signals are conducted through the
nervous system. He first experimented on frogs by applying an electric current to the
top of a frog’s leg and measuring the time it took the muscle at the end to twitch in
response. Later he used a similar technique with humans, touching various parts of a
person’s body and measuring the time taken to press a button in response. The
response time increased with the distance of the stimulus (i.e., the point of the touch)
from the finger that pressed the button, in proportion to the length of the neural path
over which the signal had to travel. Helmholtz's estimate of the speed of nerve signals
was close to modern estimates—roughly 100 meters per second for large nerve fibers.
This transmission rate is surprisingly slow—vastly slower than the speed of electricity
through a wire. Because our brains are composed of neurons, our thoughts cannot be
generated any faster than the speed at which neurons communicate with each other. It
follows that the speed of thought is neither instantaneous nor immeasurable.

Helmholtz also pioneered the experimental study of vision, formulating a theory of
color vision that remains highly influential today. He argued forcefully against the
commonsensical idea that perception is simply a matter of somehow “copying” sen-
sory input into the brain. Rather, he pointed out that even the most basic aspects of per-
ception require major acts of construction by the nervous system. For example, it is
possible for two different objects—a large object far away, and a small object nearby—
to create precisely the same image on the retinas of a viewer's eyes. Yet normally the
viewer will correctly perceive the one object as being larger, but further away, than the
other. The brain somehow manages to unconsciously perform some basic geometrical
calculations. The brain, Helmholtz argued, must construct this unified view by a pro-
cess of “unconscious inference”™—a process akin to reasoning without awareness.
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Helmholtz’s insight was that the “reality” we perceive is not simply a copy of the exter-
nal world, but rather the product of the constructive activities of the brain.

Another philosopherHERMANN EBBINGHAUS, who was influenced by Fechner’s
ideas about psychophysical measurements, developed experimental methods tailored
to the study of human memory. Using himself as a subject, Ebbinghaus studied mem-
ory for nonsense syllables—consonant-vowel-consonant combinations, such as “zad,”
“bim,” and “sif.” He measured how long it took to commit lists of nonsense syllables
to memory, the effects of repetition on how well he could remember the syllables
later, and the rate of forgetting as a function of the passage of time. Ebbinghaus made
several fundamental discoveries about memory, including the typical form of the “for-
getting curve’—the gradual, negatively accelerated decline in the proportion of items
that can be recalled as a function of time. Like Weber, Fechner, and Helmholtz, Ebb-
inghaus provided evidence that it is indeed possible to measure mental phenomena by
objective experimental procedures.

Many key ideas about possible components of cognition were systematically pre-
sented by the American philosoplherLiaAm JAMESin the first great psychology text-
book, Principles of Psychologypublished in 1890. His monumental work included
topics that remain central in psychology, including brain function, perception, atten-
tion, voluntary movement, habit, memory, reasoning,stiigs, and hypnosis. James
discussed the nature of “will,” or mental effort, which remains one of the basic aspects
of attention. He also drew a distinction between different memory syspeimesiry
memory, which roughly corresponds to the current contents of consciousness, and
secondarymemory, which comprises the vast store of knowledge of which we are not
conscious at any single time, yet continually draw upon. Primary memory is closely
related to what we now teractive short-term or WORKING MEMORY, while second-
ary memory corresponds to what is usually cdbbed-termmemory.

James emphasized thdaptivenature of cognition: the fact that perception, mem-
ory, and reasoning operate not simply for their own sake, but to allow us to survive
and prosper in our physical and social world. Humans evolved as organisms skilled in
tool use and in social organization, and it is possible (albeit a matter of controversy)
that much of our cognitive apparatus evolved to serve these basic functiorexsee
LUTIONARY PSYCHOLOGY). Thus, human cognition involves intricate systems for
MOTOR CONTROL andMOTOR LEARNING; the capacity to understand that other people
have minds, with intentions and goals that may lead them to help or hinder us; and the
ability to recognize and remember individual persons and their characteristics. Fur-
thermore, James (1890:8) recognized that the hallmark of an intelligent being is its
ability to link ends with means—to select actions that will achieve goals: “The pursu-
ance of future ends and the choice of means for their attainment are thus the mark and
criterion of the presence of mentality in a phenomenon.” This view of goal-directed
thinking continues to serve as the foundation of modern WoRROBLEM SOLVING,
as reflected in the views of theorists suchiasy NEWELL and Herbert Simon.

Another pioneer of psychology was Sigmund Freud, the founder of psychoanaly-
sis, whose theoretical ideas about cognition and consciousness anticipated many key
aspects of the modern conception of cognition. Freud attacked the idea that the “self”
has some special status as a unitary entity that somehow governs our thought and
action. Modern cognitive psychologists also reject (though for different reasons)
explanations of intelligent behavior that depend upon postulating a “homunculus™—
that is, an internal mental entity endowed with all the intelligence we are trying to
explain. Behavior is viewed not as the product of a unitary self or homunculus, but as
the joint product of multiple interacting subsystems. Freud argued that the “ego”™—the
information-processing system that modulates various motivational forces—is not a
unitary entity, but rather a complex system that includes attentional bottlenecks, mul-
tiple memory stores, and different ways of representing information (e.g., language,
imagery, and physiognomic codes, or “body language”). Furthermore, as Freud also
emphasized, much of information processing takes place at an unconscious level. We
are aware of only a small portion of our overall mental life, a tip of the cognitive ice-
berg. For example, operating beneath the level of awareness are attentional “gates”
that open or close to selectively attend to portions of the information that reaches our
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senses, memory stores that hold information for very brief periods of time, and inac-
cessible memories that we carry with us always but might never retrieve for years at a
time.

Given the breadth and depth of the contributions of the nineteenth-century pioneers
to what would eventually become cognitive science, it is ironic that early in the twen-
tieth century the study of cognition went into a steep decline. Particularly in the
United States, psychology in the first half of the century came to be dominated by
BEHAVIORISM, an approach characterized by the rejection of theories that depended on
“mentalistic” concepts such as goals, intentions, or plans. The decline of cognitive
psychology was in part due to the fact that a great deal of psychological research had
moved away from the objective measurement techniques developed by Fechner,
Helmholtz, Ebbinghaus, and others, and instead gave primacy to the metimrof
SPECTION promoted bywILHELM WUNDT, in which trained observers analyzed their
own thought processes as they performed various cognitive tasks. Not surprisingly,
given what is now known about how expectancies influence the way we think, intro-
spectionists tended to find themselves thinking in more or less the manner to which
they were theoretically predisposed. For example, researchers who believed thinking
always depended amAGERY usually found themselves imaging, whereas those who
did not subscribe to such a theory were far more likely to report “imageless thought.”

The apparent subjectivity and inconstancy of the introspective method encouraged
charges that all cognitive theories (rather than simply the method itself, as might seem
more reasonable) were “unscientific.” Cognitive theories were overshadowed by the
behaviorist theories of such leading figures as John Watson, Edward Thorndike, Clark
Hull, and B. F. Skinner. Although there were major differences among the behavior-
ists in the degree to which they actually avoided explanations based on assumptions
about unobservable mental states (e.g., Hull postulated such states rather freely,
whereas Watson was adamant that they were scientifically illicit), none supported the
range of cognitive ideas advanced in the nineteenth century.

Cognitive psychology did not simply die out during the era of behaviorism. Work-
ing within the behaviorist tradition, Edward Tolman pursued such cognitive issues as
how animals represented spatial information internallg@sNITIVE MAPS of their
environment. European psychologists were far less captivated with behaviorism than
were Americans. In England, SIREDERICK BARTLETT analyzed the systematic dis-
tortions that people exhibit when trying to remember stories about unfamiliar events,
and introduced the concept of “schema” (SEEEMATA) as a mental representation
that captures the systematic structural relations in categories of experience. In Soviet
Russia, the neuropsychologist AleksandriA provided a detailed portrait of links
between cognitive functions and the operation of specific regions of the brain.
Another Russian,Ev VYGOTSKY, developed a sociohistorical approach to cognitive
development that emphasized the way in which development is constructed through
social interaction, cultural practices, and the internalization of cognitive tools.
Vygotsky emphasized social interaction through language in the development of chil-
dren’s concepts. The Swiss psychologistN PIAGET spent decades refining a theory
of cognitive development. Piaget's theory emphasizes milestones in the child’s devel-
opment including decentration, the ability to perform operations on concrete objects,
and finally the ability to perform operations on thoughts and beliefs. Given its empha-
sis on logical thought, Piaget's theory is closely relatextteNTIFIC THINKING AND
ITS DEVELOPMENT.

In addition, the great German tradition in psychology, which had produced so
many of the nineteenth-century pioneers, gave rise to a new cognitive movement in
the early twentieth centurnEESTALT PSYCHOLOGY. The German woréestalttrans-
lates roughly as “form,” and the Gestalt psychologists emphasized that the whole
form is something different from the mere sum of its parts, due to emergent properties
that arise as new relations are created. Gestalt psychology was in some ways an exten-
sion of Helmholtz's constructivist ideas, and the greatest contributions of this intellec-
tual movement were in the area ®ESTALT PERCEPTION Where the behaviorists
insisted that psychology was simply the study of how objective stimuli come to elicit
objective responses, the Gestaltists pointed to simple demonstrations casting doubt on
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the idea that “objective” stimuli—that is, stimuli perceived in a way that can be
described strictly in terms of the sensory input—even exist. Figure 1 illustrates a
famous Gestalt example of the constructive nature of perception, the ambiguous
Necker cube. Although this figure is simply a flat line drawing, we immediately per-
ceive it as a three-dimensional cube. Moreover, if you look carefully, you will see that
the figure can actually be seen as either of two different three-dimensional cubes. The
same objective stimulus—the two-dimensional line drawing—gives rise to two dis-
tinct three-dimensional perceptions.

Although many of the major contributions by key Gestalt figures such as Max Wer-
theimer were in the area of perception, their central ideas were extended to memory
and problem solving as well, through the work of people such as Wolfgang Kéhler and
Karl Duncker. Indeed, one of the central tenets of Gestalt psychology was that high-
level thinking is based on principles similar to those that govern basic perception. As
we do in everyday language, Gestalt psychologists spoke of suddenly “seeing” the
solution to a problem, often after “looking at it” in a different way and achieving a new
“‘insight.” In all the areas in which they worked, the Gestalt idea of “a whole different
from the sum of parts” was based on the fundamental fact that organized configura-
tions are based not simply on individual elements, but also on the relations between
those elements. Just ag@®is not simply two hydrogen atoms and one oxygen atom,
but also a particular spatial organization of these elements into a configuration that
makes a molecule of water, so too “squareness” is more than four lines: it crucially
depends on the way the lines are related to one another to make four right angles. Fur-
thermore, relations can take on a “life of their own,” separable from any particular set
of elements. For example, we can take a tune, move it to a different key so that all the
notes are changed, and still immediately recognize it as the “same” tune as long as the
relations among the notes are preserved. A focus on relations calls attention to the cen-
trality of theBINDING PROBLEM, which involves the issue of how elements are system-
atically organized to fill relational roles. Modern work on such topiesv\asoGy and
SIMILARITY emphasizes the crucial role of relations in cognition.

Modern cognitive psychology emerged in the second half of this century. The “cog-
nitive revolution” of the 1950s and 1960s involved not only psychology but also the
allied disciplines that now contribute to cognitive science. In the 1940s the Canadian
psychologistbONALD HEBB began to draw connections between cognitive processes
and neural mechanisms, anticipating modern cognitive neuroscience. During World
War I, many experimental psychologists (includimges GIBSON) were confronted
with such pressing military problems as finding ways to select good pilots and train
radar operators, and it turned out that the then-dominant stimulus-response theories
simply had little to offer in the way of solutions. More detailed process models of
human information processing were needed. After the DG@YALD BROADBENT in
England developed the first such detailed model of attention. Even more importantly,
Broadbent helped develop and popularize a wide range of experimental tasks in which
an observer's attention is carefully controlled by having him or her perform some task,
such as listening to a taped message for a particular word, and then precisely measur-
ing how quickly responses can be made and what can be remembered. In the United
States, William K. Estes added to the mathematical tools available for theory building
and data analysis, and Saul Sternberg developed a method for decomposing reaction
times into component processes using a simple recognition task.

Figure 1.
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Meanwhile, the birth of computer science provided further conceptual tools. Strict
behaviorists had denounced models of internal mental processes as unscientific. How-
ever, the modern digital computer provided a clear example of a device that took
inputs, fed them through a complex series of internal procedures, and then produced
outputs. As well as providing concrete examples of what an information-processing
device could be, computers made possible the beginnings of artificial intelligence—
the construction of computer programs designed to perform tasks that require intelli-
gence, such as playing chess, understanding stories, or diagnosing diseases. Herbert
Simon (1978 Nobel Laureate in Economics) and Allan Newell were leaders in build-
ing close ties between artificial intelligence and the new cognitive psychology. It was
also recognized that actual computers represent only a small class of a much larger set
of theoretically possible computing devices, which had been described back in the
1940s by the brilliant mathematiciamAN TURING. Indeed, it was now possible to
view the brain itself as a biological computer, and to use various real and possible
computing devices as models of human cognition. Another key influence on modern
cognitive psychology came from the field of linguistics. In the late 1950s work by the
young linguist Noam Chomsky radically changed conceptions of the nature of human
language by demonstrating that language could not be learned or understood by
merely associating adjacent words, but rather required computations on abstract struc-
tures that existed in the minds of the speaker and listener.

The collective impact of this work in the mid-twentieth century was to provide a
seminal idea that became the foundation of cognitive psychology and also cognitive
science in general: thBOMPUTATIONAL THEORY OF MIND, according to which human
cognition is based on mental procedures that operate on abstract mental representa-
tions. The nature of theOGNITIVE ARCHITECTURE has been controversial, including
proposals such @&RODUCTIONSYSTEMSandNEURAL NETWORKS In particular, there
has been disagreement as to whether procedures and representations are inherently
separable or whether procedures actually embody representations, and whether some
mental representations are abstract and amodal, rather than tied to specific perceptual
systems. Nonetheless, the basic conception of biological information processing as
some form of computation continues to guide psychological theories of the represen-
tation and processing of information.

See alSOANALOGY; BARTLETT, FREDERICK, BEHAVIORISM; BINDING PROBLEM

BROADBENT, DONALD; COGNITIVE ARCHITECTURE COGNITIVE MAPS; COMPUTA-
TIONAL THEORY OF MIND; EBBINGHAUS, HERMANN; EVOLUTIONARY PSYCHOLOGY,
GESTALT PERCEPTION GESTALT PSYCHOLOGY, GIBSON, JAMES, HEBB, DONALD;
HELMHOLTZ, HERMANN VON; IMAGERY; INTROSPECTION JAMES, WILLIAM ; LURIA,
ALEXSANDR ROMANOVICH; MOTOR CONTROL, MOTOR LEARNING; NEURAL NET-
WORKS, NEWELL, ALAN; PIAGET, JEAN; PROBLEM SOLVING; PRODUCTION SYSTEMS
PSYCHOPHYSICS SCHEMATA; SCIENTIFIC THINKING AND ITS DEVELOPMENT, SELF,
SIMILARITY ; TURING, ALAN ; VYGOTSKY, LEV; WORKING MEMORY; WUNDT, WILHELM

3 The Science of Information Processing

In broad strokes, an intelligent organism operates in a perception-action cycle
(Neisser 1967), taking in sensory information from the environment, performing
internal computations on it, and using the results of the computation to guide the
selection and execution of goal-directed actions. The initial sensory input is provided
by separate sensory systems, including smell, taste, haptic perception, and audition.
The most sophisticated sensory system in primates is visioM(@B&e&EVEL VISION;
HIGH-LEVEL VISION), which includes complex specialized subsystem®#emH PER
CEPTION SHAPEPERCEPTION LIGHTNESSPERCEPTION andCOLOR VISION.

The interpretation of sensory inputs begins WHATURE DETECTORSthat respond
selectively to relatively elementary aspects of the stimulus (e.g., lines at specific orienta-
tions in the visual field, or phonetic cues in an acoustic speech signal). Some basic prop-
erties of the visual system result in systematic misperceptionsJsroNs. TOP-DOWN
PROCESSINGN VISION serves to integrate the local visual input with the broader context
in which it occurs, including prior knowledge stored in memory. Theorists working in
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the tradition of Gibson emphasize that a great deal of visual information may be pro-
vided by higher-order features that become available to a perceiver moving freely in a
natural environment, rather than passively viewing a static imnage¢SeeGICAL PSY-
CHOLOGY). In their natural context, both perception and action are guided byrbs-
DANCES of the environment: properties of objects that enable certain uses (e.g., the
elongated shape of a stick may afford striking an object otherwise out of reach).

Across all the sensory systems, psychophysics methods are used to investigate the
guantitative functions relating physical inputs received by sensory systems to subjec-
tive experience (e.g., the relation between luminance and perceived brightness, or
between physical and subjective weigIstisNAL DETECTION THEORY provides a sta-
tistical method for measuring how accurately observers can distinguish a signal from
noise under conditions of uncertainty (i.e., with limited viewing time or highly similar
alternatives) in a way that separates the signal strength received from possible
response bias. In addition to perceiving sensory information about objects at locations
in space, animals perceive and record information about timgi{&eeN THE MIND).

Knowledge about both space and time must be integrated to provide the capability
for animal andHUMAN NAVIGATION in the environment. Humans and other animals
are capable of forming sophisticated representations of spatial relations integrated as
COGNITIVE MAPS. Some more central mental representations appear to be closely tied
to perceptual systems. Humans use various forms of imagery based on visual, audi-
tory and other perceptual systems to perform internal mental processes s&sh as
TAL ROTATION. The close connection betwe®mCTORIAL ART AND VISION also
reflects the links between perceptual systems and more abstract cognition.

A fundamental property of biological information processing is that it is capacity-
limited and therefore necessarily selective. Beginning with the seminal work of
Broadbent, a great deal of work in cognitive psychology has focused on the role of
attention in guiding information processing. Attention operates selectively to deter-
mine what information is received by the senses, as in the c&y& 6fOVEMENTS
AND VISUAL ATTENTION, and also operates to direct more central information process-
ing, including the operation of memory. The degree to which information requires
active attention or memory resources varies, decreasing wWitRUI@MATICITY of
the required processing.

Modern conceptions of memory maintain some version of William James’s basic
distinction between primary and secondary memory. Primary memory is now usually
called WORKING MEMORY, which is itself subdivided into multiple stores involving
specific forms of representation, especially phonological and visuospatial codes.
Working memory also includes a central executive, which provides attentional
resources for strategic management of the cognitive processes involved in problem
solving and other varieties of deliberative thought. Secondary or long-term memory is
also viewed as involving distinct subsystems, particulaAWODIC VS. SEMANTIC
MEMORY. Each of these subsystems appears to be specialized to perform one of the
two basic functions of long-term memory. One function is to store individuated repre-
sentations of “what happened when” in specific contexts (episodic memory); a second
function is to extract and store generalized representations of “the usual kind of thing”
(semantic memory). Another key distinction, related to different types of memory
measures, is betwe@PLICIT VS. EXPLICIT MEMORY. In explicit tests (typically recall
or recognition tests), the person is aware of the requirement to access memory. In con-
trast, implicit tests (such as completing a word stem, or generating instances of a cate-
gory) make no reference to any particular memory episode. Nonetheless, the influence
of prior experiences may be revealed by the priming of particular responses (e.g., if
the word “crocus” has recently been studied, the person is more likely to generate
“crocus” when asked to list flowers, even if they do not explicitly remember having
studied the word). There is evidence that implicit and explicit knowledge are based on
separable neural systems. In particular, forms of amnesia caused by damage to the
hippocampus and related structures typically impair explicit memory for episodes, but
not implicit memory as revealed by priming measures.

A striking part of human cognition is the ability to speak and comprehend lan-
guage. The psychological study of language, or psycholinguistics, has a close rela-
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tionship to work in linguistics and AIANGUAGE ACQUISITION. The complex formal
properties of language, together with its apparent ease of acquisition by very young
children, have made it the focus of debates about the extent and natare/m in
cognition. COMPUTATIONAL PSYCHOLINGUISTICS is concerned with modeling the
complex processes involved in language use. In modern cultures that have achieved
LITERACY with the introduction of written forms of language, the procesEabING

lies at the interface of psycholinguistics, perception, and memory retrieval. The inti-
mate relationship between language and thought, and between language and human
concepts, is widely recognized but still poorly understood. The us&TPHOR in
language is related to other symbolic processes in human cognition, particularly
ANALOGY andCATEGORIZATION.

One of the most fundamental aspects of biological intelligence is the capacity to
adaptively alter behavior. It has been clear at least from the time of William James that
the adaptiveness of human behavior and the ability to acB¥®RERTISEIn diverse
domains is not generally the direct product of innate predispositions, but rather the
result of adaptive problem solving amdARNING SYSTEMS that operate over the
lifespan. Both production systems and neural networks provide computational models
of some aspects of learning, although no model has captured anything like the full
range of human learning capacities. Humans as well as some other animals are able to
learn byIMITATION, for example, translating visual information about the behavior of
others into motor routines that allow the observer/imitator to produce comparable
behavior. Many animal species are able to acquire expectancies about the environment
and the consequences of the individual's actions on the basisiDITIONING, which
enables learning of contingencies among events and actions.

Conditioning appears to be a primitive form of causal induction, the process by
which humans and other animals learn about the cause-effect structure of the world.
Both causal knowledge and similarity relations contribute to the process of categoriza-
tion, which leads to the development of categories and concepts that serve to organize
knowledge. People act as if they assume the external appearances of category mem-
bers are caused by hidden (and often unknown) internal properties (e.g., the appear-
ance of an individual dog may be attributed to its internal biology), an assumption
sometimes termed psychologiGHSENTIALISM

There are important developmental influences that leatotaCEPTUAL CHANGE
over childhood. These developmental aspects of cognition are particularly important in
understandingCIENTIFIC THINKING AND ITS DEVELOPMENT. Without formal schooling,
children and adults arrive at systematic beliefs that comsis€ MATHEMATICS and
NAIVE PHYSICS Some of these beliefs provide the foundations for learning mathematics
and physics in formabUCATION, but some are misconceptions that can impede learn-
ing these topics in school (see al8ND EDUCATION). Young children are prone to
ANIMISM, attributing properties of people and other animals to plants and nonliving
things. Rather than being an aberrant form of early thought, animism may be an early
manifestation of the use aNALOGY to make inferences and learn new cognitive struc-
tures. Analogy is the process used to find systematic structural correspondences
between a familiar, well-understood situation and an unfamiliar, poorly understood one,
and then using the correspondences to draw plausible inferences about the less familiar
case. Analogy, along with hypothesis testing and evaluation of competing explanations,
plays a role in the discovery of new regularities and theories in science.

In its more complex forms, learning is intimately connected to thinking and reason-
ing. Humans are not only able to think, but also to tlabkuttheir own cognitive
processes, resulting METACOGNITION. They can also form higher-level representa-
tions, termedIETAREPRESENTATION There are major individual differences in intelli-
gence as assessed by tasks that require abstract thinking. Similarly, people differ in
their CREATIVITY in finding solutions to problems. Various neural disorders, such as
forms of MENTAL RETARDATION and AUTISM, can impair or radically alter normal
thinking abilities. Some aspects of thinking are vulnerable to disruption in later life
due to the links betweexGING AND COGNITION.

Until the last few decades, the psychologypabuCTIVE REASONING was domi-
nated by the view that human thinking is governed by formal rules akin to those used
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in LOGIC. Although some theorists continue to argue for a role for formal, content-free
rules in reasoning, others have focused on the importance of content-specific rules.
For example, people appear to have specialized procedures for reasoning about broad
classes of pragmatically important tasks, such as understanding social relations or
causal relations among events. Such pragmatic reasoning schemas (Cheng and
Holyoak 1985) enable people to derive useful inferences in contexts related to impor-
tant types of recurring goals. In addition, both deductive and inductive inferences may
sometimes be made using various typegeNTAL MODELS, in which specific possi-

ble cases are represented and manipulated (seeA8&BASED REASONING AND
ANALOGY).

Much of human inference depends not on deduction, but on indesaaBILIS-

TIC REASONING under conditions aiNCERTAINTY. Work by researchers such/asos
TVERSKY and Daniel Kahneman has shown that everyday inductive reasoning and
decision making is often based on simpl®GMENT HEURISTICS related to ease of
memory retrieval (thavailability heuristic) and degree of similarity (thepresenta-
tivenessheuristic). Although judgment heuristics are often able to produce fast and
accurate responses, they can sometimes lead to errors of prediction (e.g., conflating
the subjective ease of remembering instances of a class of events with their objective
frequency in the world).

More generally, the impressive power of human information processing has appar-
ent limits. People all too often take actions that will not achieve their intended ends,
and pursue short-term goals that defeat their own long-term interests. Some of these
mistakes arise from motivational biases, and others from computational limitations
that constrain human attention, memory, and reasoning processes. Although human
cognition is fundamentally adaptive, we have no reason to suppose that “all’'s for the
best in this best of all possible minds.”
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Neurosciences

Thomas D. Albright and Helen J. Neville

1 Cognitive Neuroscience

The term alone suggests a field of study that is pregnant and full of promise. It is a
large field of study, uniting concepts and techniques from many disciplines, and its
boundaries are rangy and often loosely defined. At the heart of cognitive neuro-
science, however, lies the fundamental question of knowledge and its representation
by the brain—a relationship characterized not inappropriatelyvibyiaAM JAMES
(1842-1910) as “the most mysterious thing in the world” (James 1890 vol. 1, 216).
Cognitive neuroscience is thus a science of information processing. Viewed as such,
one can identify key experimental questions and classical areas of study: How is infor-
mation acquired (sensation), interpreted to confer meaning (perception and recogni-
tion), stored or modified (learning and memory), used to ruminate (thinking and
consciousness), to predict the future state of the environment and the consequences of
action (decision making), to guide behavior (motor control), and to communicate (lan-
guage)? These questions are, of course, foundational in cognitive science generally,
and it is instructive to consider what distinguishes cognitive neuroscience from cogni-
tive science and psychology, on the one hand, and the larger field of neuroscience, on
the other.

The former distinction is perhaps the fuzzier, depending heavily as it does upon
how one defines cognitive science. A neurobiologist might adopt the progressive
(or naive) view that the workings of the brain are the subject matter of both, and
the distinction is therefore moot. But this view evidently has not prevailed (wit-
ness the fact that neuroscience is but one of the subdivisions of this volume);
indeed the field of cognitive science was founded upon and continues to press the
distinction between software (the content of cognition) and hardware (the physical
stuff, for example, the brain) upon which cognitive processes are implemented.
Much has been written on this topic, and one who pokes at the distinction too hard
is likely to unshelve as much dusty political discourse as true science. In any case,
for present purposes, we will consider both the biological hardware and the extent
to which it constrains the software, and in doing so we will discuss answers to the
guestions of cognitive science that are rooted in the elements of biological sys-
tems.

The relationship between cognitive neuroscience and the umbrella of modern neu-
roscience is more straightforward and less embattled. While the former is clearly a
subdivision of the latter, the questions of cognitive neuroscience lie at the root of
much of neuroscience’s turf. Where distinctions are often made, they arise from the
fact that cognitive neuroscience is a functional neuroscience—particular structures
and signals of the nervous system are of interest inasmuch as they can be used to
explain cognitive functions.

There being many levels of explanation in biological systems—ranging from cellu-
lar and molecular events to complex behavior—a key challenge of the field of cogni-
tive neuroscience has been to identify the relationships between different levels and
the train of causality. In certain limited domains, this challenge has met with spectac-
ular success; in others, it is clear that the relevant concepts have only begun to take
shape and the necessary experimental tools are far behind. Using examples drawn
from well-developed areas of research, such as vision, memory, and language, we
illustrate concepts, experimental approaches, and general principles that have
emerged—and, more specifically, how the work has answered many of the informa-
tion processing questions identified above. Our contemporary view of cognitive neu-
roscience owes much to the heights attained by our predecessors; to appreciate the
state of this field fully, it is useful to begin with a consideration of how we reached
this vantage point.

See alSGAMES, WILLIAM
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2 Origins of Cognitive Neuroscience

Legend has it that the term “cognitive neuroscience” was coined by George A.
Miller—the father of modern cognitive psychology—in the late 1970s over cocktails
with Michael Gazzaniga at the Rockefeller University Faculty Club. That engaging
tidbit of folklore nevertheless belies the ancient history of this pursuit. Indeed, identi-
fication of the biological structures and events that account for our ability to acquire,
store, and utilize knowledge of the world was one of the earliest goals of empirical
science. The emergence of the interdisciplinary field of cognitive neuroscience that
we know today, which lies squarely at the heart of twentieth-century neuroscience,
can thus be traced from a common stream in antiquity, with many tributaries converg-
ing in time as new concepts and techniques have evolved (Boring 1950).

Localization of Function

The focal point of the earliest debates on the subject—and a topic that has remained
a centerpiece of cognitive neuroscience to the present day—is localization of the
material source of psychological functions. With Aristotle as a notable exception
(he thought the heart more important), scholars of antiquity rightly identified the
brain as the seat of intellect. Relatively little effort was made to locafieeific
mental functions tgarticular brain regions until the latter part of the eighteenth
century, when the anatomist Franz Josef Gall (1758-1828) unleashed the science of
phrenology. Although flawed in its premises, and touted by charlatans, phrenology
focused attention on theEREBRAL CORTEX and brought the topic of localization of
function to the forefront of an emerging nineteenth century physiology and psy-
chology of mind (Zola-Morgan 1995). The subsequearS8TORY OF CORTICAL
LOCALIZATION of function (Gross 1994a) is filled with colorful figures and weighty
confrontations between localizationists and functional holists (antilocalizationists).
Among the longest shadows is that casphyL BROCA (1824-1880), who in 1861
reported that damage to a “speech center” in the left frontal lobe resulted in loss of
speech function, and was thus responsible for the first widely cited evidence for
localization of function in the cerebral cortex. An important development of a quite
different nature came in the form of the Bell-Magendie law, discovered indepen-
dently in the early nineteenth century by the physiologists Sir Charles Bell (1774—
1842) and Francois Magendie (1783-1855). This law identified the fact that sen-
sory and motor nerve fibers course through different roots (dorsal and ventral,
respectively) of the spinal cord. Although far from the heavily contested turf of the
cerebral cortex, the concept of nerve specificity paved the way for the publication
in 1838 by Johannes Muller (1801-1858) of the law of specific nerve energies,
which included among its principles the proposal that nerves carrying different
types of sensory information terminate in distinct brain loci, perhaps in the cerebral
cortex.

Persuasive though the accumulated evidence seemed at the dawn of the twentieth
century, the debate between localizationists and antilocalizationists raged on for
another three decades. By this time the chief experimental tool had become the
“lesion method,” through which the functions of specific brain regions are inferred
from the behavioral or psychological consequences of loss of the tissue in question
(either by clinical causes or deliberate experimental intervention). A central player
during this period was the psychologi$iRL SPENCERLASHLEY (1890—1958)—often
inaccurately characterized as professing strong antilocalizationist beliefs, but best
known for the concept of equipotentiality and the law of mass action of brain func-
tion. Lashley’s descendants include several generations of flag bearers for the local-
izationist front—Carlyle Jacobsen, John Fulton, Karl Pribram, Mortimer Mishkin,
Lawrence Weiskrantz, and Charles Gross, among others—who established footholds
for our present understanding of the cognitive functions of the frontal and temporal
lobes.

These later efforts to localize cognitive functions using the lesion method were
complemented by studies of the effects of electrical stimulation of the human brain on
psychological states. The use of stimulation as a probe for cognitive function followed
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its more pragmatic application as a functional brain mapping procedure executed in
preparation for surgical treatment of intractable epilepsy. The neurosungenER
PENFIELD (1891-1976) pioneered this approach in the 1930s at the legendary Mont-
real Neurological Institute and, with colleagues Herbert Jasper and Brenda Milner,
subsequently began to identify specific cortical substrates of language, memory, emo-
tion, and perception.

The years of the mid-twentieth century were quarrelsome times for the expanding
field of psychology, which up until that time had provided a home for much of the
work on localization of brain function. It was from this fractious environment, with
inspiration from the many successful experimental applications of the lesion method
and a growing link to wartime clinical populations, that the field of neuropsychology
emerged—and with it the wagons were drawn up around the first science explicitly
devoted to the relationship between brain and cognitive function. Early practitioners
included the great Russian neuropsychologiSEKSANDR ROMANOVICH LURIA
(1902-1977) and the American behavioral neurolagtstMAN GESCHWIND (1926—

1984), both of whom promoted the localizationist cause with human case studies and
focused attention on the role of connections between functionally specific brain
regions. Also among the legendary figures of the early days of neuropsychology was
HANS-LUKAS TEUBER (1916-1977). Renowned scientifically for his systematization of
clinical neuropsychology, Teuber is perhaps best remembered for having laid the cra-
dle of modern cognitive neuroscience in the 1960s MIT Psychology Department,
through his inspired recruitment of an interdisciplinary faculty with a common inter-
est in brain structure and function, and its relationship to complex behavior (Gross
1994b).

See als®ROCA, PAUL; CEREBRAL CORTEX, CORTICAL LOCALIZATION,, HISTORY OF;
GESCHWIND, NORMAN; LASHLEY, KARL SPENCER LURIA, ALEXANDER ROMANOVICH;
PENFIELD, WILDER; TEUBER HANS-LUKAS

Neuron Doctrine

Although the earliest antecedents of modern cognitive neuroscience focused by neces-
sity on the macroscopic relationship between brain and psychological function, the
last 50 years have seen a shift of focus, with major emphasis placed upon local neu-
ronal circuits and the causal link between the activity of individual cells and behavior.
The payoff has been astonishing, but one often takes for granted the resolution of
much hotly debated turf. The debates in question focused on the elemental units of
nervous system structure and function. We accept these matter-of-factly to be special-
ized cells known asEURONS but prior to the development of techniques to visualize
cellular processes, their existence was mere conjecture. Thus the two opposing views
of the nineteenth century were reticular theory, which held that the tissue of the brain
was composed of a vast anastomosing reticulum, and neuron theory, which postulated
neurons as differentiated cell types and the fundamental unit of nervous system func-
tion. The ideological chasm between these camps ran deep and wide, reinforced by
ties to functional holism in the case of reticular theory, and localizationism in the case
of neuron theory. The deadlock broke in 1873 whemiLLO GOLGI (1843-1926)
introduced a method for selective staining of individual neurons using silver nitrate,
which permitted their visualization for the first time. (Though this event followed the
discovery of the microscope by approximately two centuries, it was the Golgi
method’s complete staining of a minority of neurons that enabled them to be distin-
guished from one another.) In consequence, the neuron doctrine was cast, and a grand
stage was set for studies of differential cellular morphology, patterns of connectivity
between different brain regions, biochemical analysis, and, ultimately, electrophysio-
logical characterization of the behavior of individual neurons, their synaptic interac-
tions, and relationship to cognition.

Undisputedly, the most creative and prolific applicant of the Golgi technique was
the Spanish anatomiSBNTIAGO RAMON Y CAJAL (1852-1934), who used this new
method to characterize the fine structure of the nervous system in exquisite detail.
Cajal’s efforts yielded a wealth of data pointing to the existence of discrete neuronal
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elements. He soon emerged as a leading proponent of the neuron doctrine and subse-
guently shared the 1906 Nobel Prize in physiology and medicine with Camillo Golgi.
(Ironically, Golgi held vociferously to the reticular theory throughout his career.)

Discovery of the existence of independent neurons led naturally to investigations of
their means of communication. The fine-scale stereotyped contacts between neurons
were evident to Ramén y Cajal, but it was Sir Charles Scott Sherrington (1857-1952)
who, at the turn of the century, applied the term “synapses” to label them. The trans-
mission of information across synapses by chemical means was demonstrated experi-
mentally by Otto Loewi (1873-1961) in 1921. The next several decades saw an
explosion of research on the nature of chemical synaptic transmission, including the
discovery of countless putatikeUROTRANSMITTERSand their mechanisms of action
through receptor activation, as well as a host of revelations regarding the molecular
events that are responsible for and consequences of neurotransmitter release. These
findings have provided a rich foundation for our present understanding of how neu-
rons compute and store information about the world ¢e@&UTING IN SINGLE NEU-

RONS).

The ability to label neurons facilitated two other noteworthy developments bearing
on the functional organization of the brain: (1) cytoarchitectonics, which is the use of
coherent regional patterns of cellular morphology in the cerebral cortex to identify
candidates for functional specificity; and (2) neuroanatomical tract tracing, by which
the patterns of connections between and within different brain regions are established.
The practice of cytoarchitectonics began at the turn of the century and its utility was
espoused most effectively by the anatomists Oscar Vogt (1870-1950), Cecile Vogt
(1875-1962), and Korbinian Brodmann (1868-1918). Cytoarchitectonics never fully
achieved the functional parcellation that it promised, but clear histological differences
across the cerebral cortex, such as those distinguishing primary visual and motor cor-
tices from surrounding tissues, added considerable reinforcement to the localizationist
camp.

By contrast, the tracing of neuronal connections between different regions of the
brain, which became possible in the late nineteenth century with the development of a
variety of specialized histological staining techniques, has been an indispensable
source of knowledge regarding the flow of information through the brain and the hier-
archy of processing stages. Recent years have seen the emergence of some remarkable
new methods for tracing individual neuronal processes and for identifying the physio-
logical efficacy of specific anatomical connections (Callaway 1998), the value of
which is evidenced most beautifully by studies of¢BeL TYPESAND CONNECTIONS
IN THE VISUAL CORTEX

The neuron doctrine also paved the way for an understanding of the information
represented by neurons via their electrical properties, which has become a cornerstone
of cognitive neuroscience in the latter half of the twentieth century. The electrical
nature of nervous tissue was well known (yet highly debated) by the beginning of the
nineteenth century, following advancement of the theory of “animal electricity” by
Luigi Galvani (1737-1798) in 1791. Subsequent work by Emil du Bois-Reymond
(1818-1896), Carlo Matteucci (1811-1862), &ERMANN LUDWIG FERDINAND VON
HELMHOLTZ (1821-1894) established the spreading nature of electrical potentials in
nervous tissue (nerve conduction), the role of the nerve membrane in maintaining and
propagating an electrical charge (“wave of negativity”), and the velocity of nervous
conduction. It was in the 1920s that Lord Edgar Douglas Adrian (1889-1977), using
new cathode ray tube and amplification technology, developed the means to record
“action potentials” from single neurons. Through this means, Adrian discovered the
“all-or-nothing property” of nerve conduction via action potentials and demonstrated
that action potentiafrequencyis the currency of information transfer by neurons.
Because of the fundamental importance of these discoveries, Adrian shared the 1932
Nobel Prize in physiology and medicine with Sherrington. Not long afterward, the
Finnish physiologist Ragnar Granit developed techniques for recording neuronal
activity using electrodes placed on the surface of the skin (Granit discovered the elec-
troretinogram, or ERG, which reflects large-scale neuronal activity irREmenA).

These techniques became the foundation for non-invasive measurements of brain
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activity (SeeELECTROPHYSIOLOGY ELECTRIC AND MAGNETIC EVOKED FIELDS), which
have played a central role in human cognitive neuroscience over the past 50 years.

With technology forSINGLE-NEURON RECORDING and large-scale electrophysiol-
ogy safely in hand, the mid-twentieth century saw a rapid proliferation of studies of
physiological response properties in the central nervous system. Sensory processing
and motor control emerged as natural targets for investigation, and major emphasis
was placed on understanding (1) the topographic mapping of the sensory or motor
field onto central target zones (such as the retinotopic mapping in primary visual cor-
tex), and (2) the specific sensory or motor events associated with changes in frequency
of action potentials. Although some of the earliest and most elegant research was
directed at the peripheral auditory system—culminating with Georg von Bekesy’s
(1889-1972) physical model of cochlear function and an understanding of its influ-
ence ONAUDITORY PHYSIOLOGY—it is the visual system that has become the model
for physiological investigations of information processing by neurons.

The great era of single-neuron studies of visual processing began in the 1930s with
the work of Haldan Keffer Hartline (1903-1983), whose recordings from the eye of
the horseshoe crahifnulug led to the discovery of neurons that respond when stim-
ulated by light and detect differences in the patterns of illumination (i.e., contrast;
Hartline, Wagner, and MacNichol 1952). It was for this revolutionary advance that
Hartline became a corecipient of the 1967 Nobel Prize in physiology and medicine
(together with Ragnar Granit and George Wald). Single-neuron studies of the mam-
malian visual system followed in the 1950s, with the work of Steven Kuffler (1913
1980) and Horace Barlow, who recorded from retinal ganglion cells. This research led
to the development of the concept of the center-surround receptive field and high-
lighted the key role of spatial contrast detection in early vision (Kuffler 1953). Subse-
guent experiments by Barlow and Jerome Lettvin, among others, led to the discovery
of neuronaFEATURE DETECTORSfor behaviorally significant sensory inputs. This set
the stage for the seminal work of David Hubel and Torsten Wiesel, whose physiologi-
cal investigations of visual cortex, beginning in the late 1950s, profoundly shaped our
understanding of the relationship between neuronal and sensory events (Hubel and
Wiesel 1977).

See alsAUDITORY PHYSIOLOGY; CAJAL, SANTIAGO RAMON Y; COMPUTINGIN SIN-
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Sensation, Association, Perception, and Meaning

The rise of neuroscience from its fledgling origins in the nineteenth century was par-
alleled by the growth of experimental psychology and its embracement of sensation
and perception as primary subject matter. The origins of experimental psychology as a
scientific discipline coincided, in turn, with the convergence and refinement of views
on the nature of the difference between sensation and perception. These views, which
began to take their modern shape with the concept of “associationism” in the empiri-
cist philosophy of John Locke (1632-1704), served to focus attention on the extrac-
tion of meaning from sensory events and, not surprisingly, lie at the core of much
twentieth century cognitive neuroscience.

The proposition that things perceived cannot reflect directly the material of the
external world, but rather depend upon the states of the sense organs and the interme-
diary nerves, is as old as rational empiricism itself. Locke’s contribution to this topic
was simply thatneaning—knowledge of the world, functional relations between sen-
sations, ne@erception—is born from an association of “ideas,” of which sensation
was the primary source. The concept was developed further by George Berkeley
(1685—-1753) in his “theory of objects,” according to which a sensation has meaning—
that is, a reference to an external material source—only via the context of its relation-
ship to other sensations. This associationism was a principal undercurrent of Scottish
and English philosophy for the next two centuries, the concepts refined and the debate
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further fueled by the writings of James Mill and, most particularly, John Stuart Mill. It
was the latter who defined the “laws of association” between elemental sensations,
and offered the useful dictum that perception is the belief in the “permanent possibili-
ties of sensation.” By so doing, Mill bridged the gulf between the ephemeral quality
of sensations and the permanence of objects and our experience of them: it is the link
between present sensations and those known to be possible (from past experience)
that allows us to perceive the enduring structural and relational qualities of the exter-
nal world.

In the mid-nineteenth century the banner of associationism was passed from phi-
losophy of mind to the emerging German school of experimental psychology, which
numbered among its masters Gustav Fechner (1801-1887), HelmkinkELMm
WUNDT (1832-1920), and the English-American disciple of that tradition Edward
Titchener (1867-1927). Fechner’s principal contribution in this domain was the intro-
duction of a systematic scientific methodology to a topic that had before that been
solely the province of philosophers and a target of introspection. FecBlarisnts
of Psychophysicqublished in 1860, founded an “exact science of the functional rela-
tionship . . . between body and mind,” based on the assumption that the relationship
between brain and perception could be measured experimentally as the relationship
between a stimulus and the sensation it gives risestacHOPHYSICSthus provided
the new nineteenth-century psychology with tools of a rigorous science and has subse-
guently become a mainstay of modern cognitive neuroscience. It was during this
move toward quantification and systematization that Helmholtz upheld the prevailing
associationist view of objects as sensations bound together through experience and
memory, and he advanced the conceptirafonscious inferenc® account for the
attribution of perceptions to specific environmental causes. Wundt pressed further
with the objectification and deconstruction of psychological reality by spelling out the
concept—implicit in the manifestoes of his associationist predecessors—of element-
ism. Although Wundt surely believed that the meaning of sensory events lay in the
relationship between them, elementism held that any complex association of sensa-
tions—any perception—was reducible to the sensory elements themselves. Titchener
echoed the Wundtian view and elaborated upon the critical role of context in the asso-
ciative extraction of meaning from sensation.

It was largely in response to this doctrine of elementism, its spreading influence,
and its corrupt reductionistic account of perceptual experienceGHEIALT PSY-
CHOLOGY was born in the late nineteenth century. In simplest terms, the Gestalt theo-
rists, led by the venerable trio of Max Wertheimer (1880-1943), Wolfgang Kohler
(1887-1967), and Kurt Koffka (1886-1941), insisted—and backed up their insistence
with innumerable compelling demonstrations—that our phenomenal experience of
objects, which includes an appreciation of their meanings and functions, is not gener-
ally reducible to a set of elemental sensations and the relationships between them.
Moreover, rather than accepting the received wisdom that perception amounts to an
inference about the world drawn from the associations between sensations, the Gestalt
theorists held the converse to be true: perception is native experience and efforts to
identify the underlying sensory elements are necessarily inferential (Koffka 1935). In
spite of other flaws and peculiarities of the broad-ranging Gestalt psychology, this
holistic view of perception, its distinction from sensation, and the nature of meaning,
has become a central theme of modern cognitive neuroscience.

At the time the early associationist doctrine was being formed, there emerged a
physiological counterpart in the form of Johannes Muller's (1801-1858) law of spe-
cific nerve energies, which gave rise in turn to the concept of specific fiber energies,
and, ultimately, our twentieth-century receptive fields and feature detectors. Muller’s
law followed, intellectually as well as temporally, the Bell-Magendie law of distinct
sensory and motor spinal roots, which set a precedent for the concept of specificity of
nerve action. Muller’s law was published in his 1838ndbook of Physiologgnd
consisted of several principles, those most familiar being the specificity of the sensory
information (Muller identified five kinds) carried by different nerves and the specific-
ity of the site of termination in the brain (a principle warmly embraced by functional
localizationists of the era). For present discussion, the essential principle is that “the
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immediate objects of the perception of our senses are merely particular states induced
in the nerves, and felt as sensations either by the nerves themselves or by the senso-
rium” (Boring 1950). Muller thus sidestepped the ancient problem of the mind's
access to the external world by observing that all it can hope to access is the state of its
sensory nerves. Accordingly, perception of the external world is a consequence of the
stable relationship between external stimuli and nerve activation, and—tailing the
associationist philosophers—meaning is granted by the associative interactions
between nerves carrying different types of information. The concept was elaborated
further by Helmholtz and others to address the different submodalities (e.g., color vs.
visual distance) and qualities (e.g., red vs. green) of information carried by different
fibers, and is a tenet of contemporary sensory neurobiology and cognitive neuro-
science. The further implications of associationism for an understanding of the neu-
ronal basis of perception—or, more precisely, of functional knowledge of the world—
are profound and, as we shall see, many of the nineteenth-century debates on the topic
are being replayed in the courts of modern single-neuron physiology.

See alsGESTALT PSYCHOLOGY, PSYCHOPHYSICSWUNDT, WILHELM

3 Cognitive Neuroscience Today

And so it was from these ancient but rapidly converging lines of inquiry, with the
blush still on the cheek of a young cognitive science, that the modern era of cognitive
neuroscience began. The field continues to ride a groundswell of optimism borne by
new experimental tools and concepts—particularly single-cell electrophysiology,
functional brain imaging, molecular genetic manipulations, and neuronal computa-
tion—and the access they have offered to neuronal operations underlying cognition.
The current state of the field and its promise of riches untapped can be summarized
through a survey of the processes involved in the acquisition, storage, and use of
information by the nervous system: sensation, perception, decision formation, motor
control, memory, language, emotions, and consciousness.

Sensation

We acquire knowledge of the world through our senses. Not surprisingly, sensory pro-
cesses are among the most thoroughly studied in cognitive neuroscience. Systematic
explorations of these processes originated in two domains. The first consisted of
investigations of the physical nature of the sensory stimuli in question, such as the
wave nature of light and sound. Sir Isaac Newton'’s (1642-1@p#ksis an exem-

plar of this approach. The second involved studies of the anatomy of the peripheral
sense organs, with attention given to the manner in which anatomical features pre-
pared the physical stimulus for sensory transduction. Von Bekesy’s beautiful studies
of the structural features of the cochlea and the relation of those features to the neu-
ronal frequency coding of sound is a classic example (for which he was awarded the
1961 Nobel Prize in physiology and medicine). Our present understanding of the neu-
ronal bases of sensation was further enabled by three major developments: (1) estab-
lishment of the neuron doctrine, with attendant anatomical and physiological studies
of neurons; (2) systematization of behavioral studies of sensation, made possible
through the development of psychophysics; and (3) advancement of sophisticated the-
ories of neuronal function, as embodied by the disciplin@oafPUTATIONAL NEURO-

SCIENCE For a variety of reasons, vision has emerged as the model for studies of
sensory processing, although many fundamental principles of sensory processing are
conserved across modalities.

Initial acquisition of information about the world, by all sensory modalities, begins
with a process known as transduction, by which forms of physical energy (e.g., pho-
tons) alter the electrical state of a sensory neuron. In the case of vision, phototrans-
duction occurs in theeTINA, which is a specialized sheet-like neural network with a
regular repeating structure. In addition to its role in transduction, the retina also func-
tions in the initial detection of spatial and temporal contrast (Enroth-Cugell and Rob-
son 1966; Kaplan and Shapley 1986) and contains specialized neurons that subserve
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COLOR VISION (see als@OLOR NEUROPHYSIOLOGYOF). The outputs of the retina are
carried by a variety of ganglion cell types to several distinct termination sites in the
central nervous system. One of the largest projections forms the “geniculostriate”
pathway, which is known to be critical for normal visual function in primates. This
pathway ascends to the cerebral cortex by way of the lateral geniculate nucleus of the
THALAMUS.

The cerebral cortex itself has been a major focus of study during the past forty
years of vision research (and sensory research of all types). The entry point for
ascending visual information is via primary visual cortex, otherwise known as striate
cortex or area V1, which lies on the posterior pole (the occipital lobe) of the cerebral
cortex in primates. The pioneering studies of V1 by Hubel and Wiesel (1977) estab-
lished the form in which visual information is represented by the activity of single
neurons and the spatial arrangement of these representations within the cortical man-
tle (“functional architecture”). With the development of increasingly sophisticated
techniques, our understanding of cortigeBUAL ANATOMY AND PHYSIOLOGY, and
their relationships to sensory experience, has been refined considerably. Several gen-
eral principles have emerged:

Receptive Field This is an operationally defined attribute of a sensory neuron, origi-
nally offered by the physiologist Haldan Keffer Hartline, which refers to the portion of
the sensory field that, when stimulated, elicits a change in the electrical state of the
cell. More generally, the receptive field is a characterization of the filter properties of
a sensory neuron, which are commonly multidimensional and include selectivity for
parameters such as spatial position, intensity, and frequency of the physical stimulus.
Receptive field characteristics thus contribute to an understanding of the information
represented by the brain, and are often cited as evidence for the role of a neuron in
specific perceptual and cognitive functions.

Contrast Detection The elemental sensory operation, that is, one carried out by all
receptive fields—is detection of spatial or temporal variation in the incoming signal. It
goes without saying that if there are no environmental changes over space and time,
then nothing in the input is worthy of detection. Indeed, under such constant conditions
sensory neurons quickly adapt. The result is a demonstrable loss of sensation—such as
“snow blindness”—that occurs even though there may be energy continually imping-
ing on the receptor surface. On the other hand, contrast along some sensory dimension
indicates a change in the environment, which may in turn be a call for action. All sen-
sory modalities have evolved mechanisms for detection of such changes.

Topographic Organization Representation of spatial patterns of activation within a
sensory field is a key feature of visual, auditory, and tactile senses, which serves the
behavioral goals of locomotor navigation and object recognition. Such representations
are achieved for these modalities, in part, by topographically organized neuronal
maps. In the visual system, for example, the retinal projection onto the lateral genicu-
late nucleus of the thalamus possesses a high degree of spatial order, such that neurons
with spatially adjacent receptive fields lie adjacent to one another in the brain. Similar
visuotopic maps are seen in primary visual cortex and in several successively higher
levels of processing (e.g., Gattass, Sousa, and Covey 1985). These maps are com-
monly distorted relative to the sensory field, such that, in the case of vision, the num-
bers of neurons representing the central portion of the visual field greatly exceed those
representing the visual periphery. These variations in “magnification factor” coincide
with (and presumably underlie) variations in the observer's resolving power and sensi-

tivity.

Modular and Columnar OrganizationThe proposal thatOLUMNS AND MODULES

form the basis for functional organization in the sensory neocortex is a natural exten-
sion of the nineteenth-century concept of localization of function. The 1970s and
1980s saw a dramatic rise in the use of electrophysiological and anatomical tools to
subdivide sensory cortices—particularly visual cortex—into distinct functional mod-
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ules. At the present time, evidence indicates that the visual cortex of monkeys is com-
posed of over thirty such regions, including the well-known and heavily studied areas
V1, V2,V3, V4, MT, and IT, as well as some rather more obscure and equivocal des-
ignations (Felleman and Van Essen 1991). These efforts to reveal order in heterogene-
ity have been reinforced by the appealing computational view (e.g., Marr 1982) that
larger operations (such as seeing) can be subdivided and assigned to dedicated task-
specific modules (such as ones devoted to visual motion or color processing, for
example). The latter argument also dovetails nicely with the nineteenth-century con-
cept of elementism, the coincidence of which inspired a fevered effort to identify
visual areas that process specific sensory “elements.” Although this view appears to
be supported by physiological evidence for specialized response properties in some
visual areas—such as a preponderance of motion-sensitive neurons in area MT
(Albright 1993) and color-sensitive neurons in area V4 (Schein and Desimone
1990)—the truth is that very little is yet known of the unique contributions of most
other cortical visual areas.

Modular organization of sensory cortex also occurs at a finer spatial scale, in the
form of regional variations in neuronal response properties and anatomical connec-
tions, which are commonly referred to as columns, patches, blobs, and stripes. The
existence of a column-like anatomical substructure in the cerebral cortex has been
known since the early twentieth century, following the work of Ramén y Cajal, Con-
stantin von Economo (1876-1931), and Rafael Lorente de No. It was the latter who
first suggested that this characteristic structure may have some functional significance
(Lorento de N6 1938). The concept of modular functional organization was later
expanded upon by the physiologist Vernon B. Mountcastle (1957), who obtained the
first evidence for columnar function through his investigations of the primate soma-
tosensory system, and offered this as a general principle of cortical organization. The
most well known examples of modular organization of the sort predicted by Mount-
castle are the columnar systems for contour orientation and ocular dominance discov-
ered in primary visual cortex in the 1960s by David Hubel and Torsten Wiesel (1968).
Additional evidence for functional columns and for the veracity of Mountcastle’s dic-
tum has come from studies of higher visual areas, such as area MT (Albright, Desi-
mone, and Gross 1984) and the inferior temporal cortex (Tanaka 1997). Other
investigations have demonstrated that modular representations are not limited to strict
columnar forms (Born and Tootell 1993; Livingstone and Hubel 1984) and can exist
as relatively large cortical zones in which there is a common feature to the neuronal
representation of sensory information (such as clusters of cells that exhibit a greater
degree of selectivity for color, for example).

The high incidence of columnar structures leads one to wonder why they exist. One
line of argument, implicit in Mountcastle’s original hypothesis, is based on the need
for adequate “coverage’—that is, nesting the representation of one variable (such as
preferred orientation of a visual contour) across changes in another (such as the topo-
graphic representation of the visual field)—which makes good computational sense
and has received considerable empirical support (Hubel and Wiesel 1977). Other
arguments include those based on developmental constraints (Swindale 1980; Miller
1994; Goodhill 1997) and computational advantages afforded by representation of
sensory features in a regular periodic structure ¢SB&PUTATIONAL NEUROANAT-
oMmY; Schwartz 1980).

Hierarchical Processing A consistent organizational feature of sensory systems is
the presence of multiple hierarchically organized processing stages, through which
incoming sensory information is represented in increasingly complex or abstract
forms. The existence of multiple stages has been demonstrated by anatomical studies,
and the nature of the representation at each stage has commonly been revealed
through electrophysiological analysis of sensory response properties. As we have seen
for the visual system, the first stage of processing beyond transduction of the physical
stimulus is one in which a simple abstraction of light intensity is rendered, namely a
representation of luminance contrast. Likewise, the outcome of processing in primary
visual cortex is, in part, a representation of image contours—formed, it is believed, by
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a convergence of inputs from contrast-detecting neurons at earlier stages (Hubel and
Wiesel 1962). At successively higher stages of processing, information is combined to
form representations of even greater complexity, such that, for example, at the pinna-
cle of the pathway for visual pattern processing—a visual area known as inferior tem-
poral (IT) cortex—individual neurons encode complex, behaviorally significant
objects, such as faces (¥@€E RECOGNITION).

Parallel Processing In addition to multiple serial processing stages, the visual sys-
tem is known to be organized in parallel streams. Incoming information of different
types is channeled through a varietyvt§UAL PROCESSINGSTREAMS such that the
output of each serves a unique function. This type of channeling occurs on several
scales, the grossest of which is manifested as multiple retinal projections (typically
six) to different brain regions. As we have noted, it is the geniculostriate projection
that serves pattern vision in mammals. The similarly massive retinal projection to the
midbrain superior colliculus (the “tectofugal” pathway) is known to play a role in ori-
enting response§CULOMOTOR CONTROL, andMULTISENSORY INTEGRATION. Other
pathways include a retinal projection to the hypothalamus, which contributes to the
entrainment of circadian rhythms by natural light cycles.

Finer scale channeling of visual information is also known to exist, particularly in
the case of the geniculostriate pathway (Shapley 1990). Both anatomical and physio-
logical evidence (Perry, Oehler, and Cowey 1984; Kaplan and Shapley 1986) from
early stages of visual processing support the existence of at least three subdivisions of
this pathway, known as parvocellular, magnocellular, and the more recently identified
koniocellular (Hendry and Yoshioka 1994). Each of these subdivisions is known to
convey a unique spectrum of retinal image information and to maintain that informa-
tion in a largely segregated form at least as far into the system as primary visual cortex
(Livingstone and Hubel 1988).

Beyond V1, the ascending anatomical projections fall into two distinct streams,
one of which descends ventrally into the temporal lobe, while the other courses dor-
sally to the parietal lobe. Analyses of the behavioral effects of lesions, as well as
electrophysiological studies of neuronal response properties, have led to the hypoth-
esis (Ungerleider and Mishkin 1982) that the ventral stream represents information
about form and the properties of visual surfaces (such as their calBXTJRE)—
and is thus termed the “what” pathway—while the dorsal stream represents infor-
mation regarding motion, distance, and the spatial relations between environmental
surfaces—the so-called “where” pathway. The precise relationship, if any, between
the early-stage channels (magno, parvo, and konio) and these higher cortical
streams has been a rich source of debate and controversy over the past decade, and
the answers remain far from clear (Livingstone and Hubel 1988; Merigan and
Maunsell 1993).

See als@OLOR NEUROPHYSIOLOGYOF; COLOR VISION; COLUMNS AND MODULES;
COMPUTATIONAL NEUROANATOMY; COMPUTATIONAL NEUROSCIENCE FACE RECOG
NITION; MULTISENSORY INTEGRATION; OCULOMOTOR CONTROL, RETINA; TEXTURE;
THALAMUS; VISUAL ANATOMY AND PHYSIOLOGY, VISUAL PROCESSINGSTREAMS

Perception

Perception reflects the ability to derive meaning from sensory experience, in the form
of information about structure and causality in the perceiver's environment, and of the
sort necessary to guide behavior. Operationally, we can distinguish sensation from
perception by the nature of the internal representations: the former encode the physi-
cal properties of the proximal sensory stimulus (the retinal image, in the case of
vision), and the latter reflect the world that likely gave rise to the sensory stimulus (the
visual scene). Because the mapping between sensory and perceptual events is never
unigue—multiple scenes can cause the same retinal image—perception is necessarily
an inference about the probable causes of sensation.

As we have seen, the standard approach to understanding the information repre-
sented by sensory neurons, which has evolved over the past fifty years, is to measure
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the correlation between a feature of the neuronal response (typically magnitude) and
some physical parameter of a sensory stimulus (such as the wavelength of light or the
orientation of a contour). Because the perceptual interpretation of a sensory event is
necessarily context-dependent, this approach alone is capable of revealing little, if
anything, about the relationship between neuronal events and perceptual state. There
are, however, some basic variations on this approach that have led to increased under-
standing of the neuronal bases of perception.

Experimental Approaches to the Neuronal Bases of Perception

Origins of a Neuron Doctrine for Perceptual Psychologhhe first strategy involves
evaluation of neuronal responses to visual stimuli that consist of complex objects of
behavioral significance. The logic behind this approach is that if neurons are found to
be selective for such stimuli, they may be best viewed as representing something of
perceptual meaning rather than merely coincidentally selective for the collection of
sensory features. The early studies of “bug detectors” in the frog visual system by
Lettvin and colleagues (Lettvin, MaturamaGCULLOCH, andpPITTS 1959) exemplify

this approach and have led to fully articulated views on the subject, including the
concept of the “gnostic unit” advanced by Jerzy Konorski (1967) and the “cardinal
cell” hypothesis from Barlow's (1972) classic “Neuron Doctrine for Perceptual Psy-
chology.” Additional evidence in support of this concept came from the work of
Charles Gross in the 1960s and 1970s, in the extraordinary form of cortical cells
selective for faces and hands (Gross, Bender, and Rocha-Miranda 1969; Desimone et
al. 1984). Although the suggestion that perceptual experience may be rooted in the
activity of single neurons or small neuronal ensembles has been decried, in part, on
the grounds that the number of possible percepts greatly exceeds the number of avail-
able neurons, and is often ridiculed as the “grandmother-cell” hypothesis, the evi-
dence supporting neuronal representations for visual patterns of paramount
behavioral significance, such as faces, is now considerable (Desimone 1991; Rolls
1992).

Although a step in the right direction, the problem with this general approach is
that it relies heavily upon assumptions about how the represented information is used.
If a cell is activated by a face, and only a face, then it seems likely that the cell contrib-
utes directly to the perceptually meaningful experience of face recognition rather than
simply representing a collection of sensory features (Desimone et al. 1984). To some,
that distinction is unsatisfactorily vague, and it is, in any case, impossible to prove that
a cellonly responds to a face. An alternative approach that has proved quite successful
in recent years is one in which an effort is made to directly relate neuronal and percep-
tual events.

Neuronal Discriminability Predicts Perceptual Discriminabilityn the last quarter

of the twentieth century, the marriage of single-neuron recording with visual psycho-
physics has yielded one of the dominant experimental paradigms of cognitive neuro-
science, through which it has become possible to explain behavioral performance on
a perceptual task in terms of the discriminative capacity of sensory neurons. The ear-
liest effort of this type was a study of tactile discrimination conducted by Vernon
Mountcastle in the 1960s (Mountcastle et al. 1967). In this study, thresholds for
behavioral discrimination performance were directly compared to neuronal thresh-
olds for the same stimulus set. A later study by Tolhurst, Movshon, and Dean (1983)
introduced techniques froSIGNAL DETECTION THEORY that allowed more rigorous
guantification of the discriminative capacity of neurons and thus facilitated neuronal-
perceptual comparisons. Several other studies over the past ten years have signifi-
cantly advanced this cause (e.g., Dobkins and Albright 1995), but the most direct
approach has been that adopted by William Newsome and colleagues (e.g., News-
ome, Britten, and Movshon 1989). In this paradigm, behavioral and neuronal events
are measured simultaneously in response to a sensory stimulus, yielding by brute
force some of the strongest evidence to date for neural substrates of perceptual dis-
criminability.
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Decoupling Sensation and PerceptioA somewhat subtler approach has been
forged by exploiting the natural ambiguity between sensory events and perceptual
experience (sekLUSIONS). This ambiguity is manifested in two general forms: (1)
single sensory events that elicit multiple distinct percepts, a phenomenon commonly
known as “perceptual metastability,” and (2) multiple sensory events—"sensory syn-
onyms”—that elicit the same perceptual state. Both of these situations, which are
ubiquitous in normal experience, afford opportunities to experimentally decouple sen-
sation and perception.

The first form of sensory-perceptual ambiguity (perceptual metastability) is a natu-
ral consequence of the indeterminate mapping between a sensory signal and the phys-
ical events that gave rise to it. A classic and familiar example is the Necker Cube, in
which the three-dimensional interpretation—the observer's inference about visual
scene structure—periodically reverses despite the fact that the retinal image remains
unchanged. Logothetis and colleagues (Logothetis and Schall 1989) have used a form
of perceptual metastability known as binocular rivalry to demonstrate the existence of
classes of cortical neurons that parallel changes in perceptual state in the face of con-
stant retinal inputs.

The second type of sensory-perceptual ambiguity, in which multiple sensory
images give rise to the same percept, is perhaps the more common. Such effects are
termed perceptual constancies, and they reflect efforts by sensory systems to recon-
struct behaviorally significant attributes of the world in the face of variation along
irrelevant sensory dimensions. Size constancy—the invariance of perceived size of
an object across different retinal sizes—and brightness or color constancy—the
invariance of perceived reflectance or color of a surface in the presence of illumina-
tion changes—are classic examples. These perceptual constancies suggest an under-
lying neuronal invariance across specific image changes. Several examples of
neuronal constancies have been reported, including invariant representations of
direction of motion and shape across different cues for form (Albright 1992; Sary et
al. 1995).

Contextual Influences on Perception and its Neuronal Bagase of the most prom-

ising new approaches to the neuronal bases of perception is founded on the use of con-
textual manipulations to influence the perceptual interpretation of an image feature.
As we have seen, the contextual dependence of perception is scarcely a new finding,
but contextual manipulations have been explicitly avoided in traditional physiological
approaches to sensory coding. As a consequence, most existing data do not reveal
whether and to what extent the neuronal representation of an image feature is context
dependent. Gene Stoner, Thomas Albright, and colleagues have pioneered the use of
contextual manipulations in studies of the neuronal basis OPEREEPTION OF

MOTION (e.g., Stoner and Albright 1992, 1993). The results of these studies demon-
strate that context can alter neuronal filter properties in a manner that predictably par-
allels its influence on perception.

Stages of Perceptual Representation

Several lines of evidence suggest that there may be multiple steps along the path to
extracting meaning from sensory signals. These steps are best illustrated by examples
drawn from studies of visual processing. Sensation itself is commonly identified with
“early” or “low-level vision.” Additional steps are as follows.

Mid-Level Vision This step involves a reconstruction of the spatial relationships
between environmental surfaces. It is implicit in the accounts of the perceptual psy-
chologistJAMES JEROMEGIBSON (1904-1979), present in the computational approach

of DAVID MARR (1945-1980), and encompassed by what has recently come to be
known asMmID-LEVEL VISION. Essential features of this processing stage include a
dependence upon proximal sensory context to establish surface relationships (see
SURFACE PERCEPTION and a relative lack of dependence upon prior experience. By
establishing environmenta&iTRUCTURE FROM VISUAL INFORMATION SOURCES mid-

level vision thus invests sensory events with some measure of meaning. A clear exam-



Neurosciences Ixiii

ple of this type of visual processing is found in the phenomenon of percepinet
PARENCY (Metelli 1974) and the related topic QfIGHTNESS PERCEPTION
Physiological studies of the response properties of neurons at mid-levels of the corti-
cal hierarchy have yielded results consistent with a mid-level representation (e.g.,
Stoner and Albright 1992).

High-Level Vision HIGH-LEVEL VISION is a loosely defined processing stage, but one
that includes a broad leap in the assignment of meaning to sensory events—namely
identification and classification on the basis of previous experience with the world. It
is through this process that recognition of objects occurso@B&ETRECOGNITION

HUMAN NEUROPSYCHOLOGY OBJECT RECOGNITION, ANIMAL STUDIES and VISUAL
OBJECTRECOGNITION Al), as well as assignment of affect and semantic categoriza-
tion. This stage thus constitutes a bridge between sensory processimghnrly.
Physiological and neuropsychological studies of the primate temporal lobe have dem-
onstrated an essential contribution of this region to object recognition (Gross 1973;
Gross et al. 1985).

See alsaIBSON, JAMES JEROME HIGH-LEVEL VISION; ILLUSIONS; LIGHTNESS PER
CEPTION MARR, DAVID; MCCULLOCH, WARREN S.; MEMORY; MID-LEVEL VISION;
MOTION, PERCEPTIONOF, OBJECTRECOGNITION, ANIMAL STUDIES OBJECTRECOGNF
TION, HUMAN NEUROPSYCHOLOGY PITTS, WALTER; SIGNAL DETECTION THEORY;
STRUCTUREFROM VISUAL INFORMATION SOURCES SURFACEPERCEPTION TRANSPAR
ENCY; VISUAL OBJECTRECOGNITION Al

Sensory-Perceptual Plasticity

The processes by which information is acquired and interpreted by the brain are mod-
ifiable throughout life and on many time scales. Although plasticity of the sort that
occurs during brain development and that which underlies changes in the sensitivity of
mature sensory systems may arise from similar mechanisms, it is convenient to con-
sider them separately.

Developmental Changes
The development of the mammalian nervous system is a complex, multistaged pro-
cess that extends from embryogenesis through early postnatal life. This process
begins with determination of the fate of precursor cells such that a subset becomes
neurons. This is followed by cell division and proliferation, and by differentiation of
cells into different types of neurons. The patterned brain then begins to take shape as
cells migrate to destinations appropriate for their assigned functions. Finally, neurons
begin to extend processes and to make synaptic connections with one another. These
connections are sculpted and pruned over a lengthy postnatal period. A central tenet
of modern neuroscience is that these final stage€EORAL DEVELOPMENT corre-
spond to specific stages GDGNITIVE DEVELOPMENT. These stages are known as
“critical periods,” and they are characterized by an extraordinary degree of plasticity
in the formation of connections and cognitive functions.

Although critical periods for development are known to exist for a wide range
of cognitive functions such as sensory processing, motor control, and language,
they have been studied most intensively in the context of the mammalian visual
system. These studies have included investigations of the timing, necessary condi-
tions for, and mechanisms of (RERCEPTUALDEVELOPMENT (e.g., Teller 1997),
(2) formation of appropriate anatomical connections (e.g., Katz and Shatz 1996),
and (3) neuronal representations of sensory stimuli (e.g., Hubel, Wiesel, and
LeVay 1977). The general view that has emerged is that the newborn brain pos-
sesses a considerable degree of order, but that sensory experiessenigaldur-
ing critical periods to maintain that order and to fine-tune it to achieve optimal
performance in adulthood. These principles obviously have profound implications
for clinical practice and social policy. Efforts to further understand the cellular
mechanisms of developmental plasticity, their relevance to other facets of cogni-
tive function, the relative contributions of genes and experience, and routes of
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clinical intervention, are all among the most important topics for the future of cog-
nitive neuroscience.

Dynamic Control of Sensitivity in the Mature Brain

Mature sensory systems have limited information processing capacities. An exciting
area of research in recent years has been that addressing the conditions under which
processing capacity is dynamically reallocated, resulting in fluctuations in sensitivity
to sensory stimuli. The characteristics of sensitivity changes are many and varied, but
all serve to optimize acquisition of information in a world in which environmental fea-
tures and behavioral goals are constantly in flux. The form of these changes may be
broad in scope or highly stimulus-specific and task-dependent. Changes may be
nearly instantaneous, or they may come about gradually through exposure to specific
environmental features. Finally, sensitivity changes differ greatly in the degree to
which they are influenced by stored information about the environment and the degree
to which they are under voluntary control.

Studies of the visual system reveal at least three types of sensitivity changes rep-
resented by the phenomena of (1) contrast gain control, (2) attention, and (3) per-
ceptual learning. All can be viewed as recalibration of incoming signals to
compensate for changes in the environment, the fidelity of signal detection (such as
that associated with normal aging or trauma to the sensory periphery), and behav-
ioral goals.

Generally speaking, neuronal gain control is the process by which the sensitivity of
a neuron (or neural system) to its inputs is dynamically controlled. In that sense, all of
the forms of adult plasticity discussed below are examples of gain control, although
they have different dynamics and serve different functions.

Contrast Gain Control A well-studied example of gain control is the invariance of
perceptual sensitivity to the features of the visual world over an enormous range of
lighting conditions. Evidence indicates that the limited dynamic range of responsivity
of individual neurons in visual cortex is adjusted in an illumination-dependent manner
(Shapley and Victor 1979), the consequence of which is a neuronal invariance that can
account for the sensory invariance. It has been suggested that this scaling of neuronal
sensitivity as a function of lighting conditions may be achieved by response “normal-
ization,” in which the output of a cortical neuron is effectively divided by the pooled
activity of a large number of other cells of the same type (Carandini, Heeger, and
Movshon 1997).

Attention Visual ATTENTION is, by definition, a rapidly occurring change in visual
sensitivity that is selective for a specific location in space or specific stimulus features.
The stimulus and mnemonic factors that influence attentional allocation have been
studied for over a century (James 1890), and the underlying brain structures and
events are beginning to be understood (Desimone and Duncan 1995). Much of our
understanding comes from analysiSAGTENTION IN THE HUMAN BRAIN—particu-

larly the effects of cortical lesions, which can selectively interfere with attentional
allocation YISUAL NEGLECT), and through electrical and magnetic recording (ERP,
MEG) and imaging studiesPoSITRONEMISSION TOMOGRAPHY (PET) and functional
MAGNETIC RESONANCEIMAGING (fMRI). In addition, studies OATTENTION IN THE

ANIMAL BRAIN have revealed that attentional shifts are correlated with changes in the
sensitivity of single neurons to sensory stimuli (Moran and Desimone 1985; Bushnell,
Goldberg, and Robinson 1981; see algDITORY ATTENTION). Although attentional
phenomena differ from contrast gain control in that they can be influenced by feed-
backwORKING MEMORY as well as feedforward (sensory) signals, attentional effects
can also be characterized as an expansion of the dynamic range of sensitivity, but in a
manner that is selective for the attended stimuli.

Perceptual Learning Both contrast gain control and visual attention are rapidly
occurring and short-lived sensitivity changes. Other experiments have targeted neu-
ronal events that parallel visual sensitivity changes occurring over a longer time scale,
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such as those associated with the phenomenon of perceptual learning. Perceptual
learning refers to improvements in discriminability along any of a variety of sensory
dimensions that come with practice. Although it has long been known that the sensi-
tivity of the visual system is refined in this manner during critical periods of neuronal
development, recent experiments have provided tantalizing evidence of improvements
in the sensitivity of neurons at early stages of processing, which parallel perceptual
learning in adults (Recanzone, Schreiner, and Merzenich 1993; Gilbert 1996).

See alSOATTENTION; ATTENTION IN THE ANIMAL BRAIN; ATTENTION IN THE
HUMAN BRAIN; AUDITORY ATTENTION; COGNITIVE DEVELOPMENT, MAGNETIC RESG
NANCE IMAGING; NEURAL DEVELOPMENT, PERCEPTUAL DEVELOPMENT, POSITRON
EMISSION TOMOGRAPHY; VISUAL NEGLECT, WORKING MEMORY; WORKING MEMORY,
NEURAL BASIS OF

Forming a Decision to Act

The meaning of many sensations can be found solely in their symbolic and experience-
dependent mapping onto actions (e.g., green = go, red = stop). These mappings are
commonly many-to-one or one-to-many (a whistle and a green light can both be sig-
nals to “go”; conversely, a whistle may be either a signal to “go” or a call to attention,
depending upon the context). The selection of a particular action from those possible
at any point in time is thus a context-dependent transition between sensory processing
and motor control. This transition is commonly termed the decision stage, and it has
become a focus of recent electrophysiological studies of the cerebral cortex (e.g., Sha-
dlen and Newsome 1996). Because of the nonunique mappings, neurons involved in
making such decisions should be distinguishable from those representing sensory
events by a tendency to generalize across specific features of the sensory signal. Simi-
larly, the representation of the neuronal decision should be distinguishable from a
motor control signal by generalization across specific motor actions. In addition, the
strength of the neuronal decision signal should increase with duration of exposure to
the sensory stimulus (integration time), in parallel with increasing decision confidence
on the part of the observer. New data in support of some of these predictions suggests
that this may be a valuable new paradigm for accessing the neuronal substrates of
internal cognitive states, and for bridging studies of sensory or perceptual processing,
memory, and motor control.

Motor Control

Incoming sensory information ultimately leads to action, and actions, in turn, are
often initiated in order to acquire additional sensory information. Althoughor
CONTROL systems have often been studied in relative isolation from sensory pro-
cesses, this sensory-motor loop suggests that they are best viewed as different
phases of a processing continuum. This integrated view, which seeks to understand
how the nature of sensory representations influences movements, and vice-versa, is
rapidly gaining acceptance. The oculomotor control system has become the model for
the study of motor processes at behavioral and neuronal levels.

Important research topics that have emerged from consideration of the transition
from sensory processing to motor control include (1) the process by which representa-
tions of space (Se®PATIAL PERCEPTION are transformed from the coordinate system
of the sensory field (e.g., retinal space) to a coordinate system for action (e.g., Gra-
ziano and Gross 1998) and (2) the processes by which the neuronal links between sen-
sation and action are modifiable (Raymond, Lisberger, and Mauk 1996), as needed to
permit MOTOR LEARNING and to compensate for degenerative sensory changes or
structural changes in the motor apparatus.

The brain structures involved in motor control include portions of the cerebral cor-
tex, which are thought to contribute to fine voluntary motor control, as well as the
BASAL GANGLIA andCEREBELLUM, which play important roles in motor learning; the
superior colliculus, which is involved in sensorimotor integration, orienting responses,
and oculomotor control; and a variety of brainstem motor nuclei, which convey motor
signals to the appropriate effectors.
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See alsOBASAL GANGLIA; CEREBELLUM; MOTOR CONTROL, MOTOR LEARNING;
SPATIAL PERCEPTION

Learning and Memory

Studies of the neuronal mechanisms that enable information about the world to be
stored and retrieved for later use have a long and rich history—being, as they were, a
central part of the agenda of the early functional localizationists—and now lie at the
core of our modern cognitive neuroscience. Indeed, memory serves as the linchpin
that binds and shapes nearly every aspect of information processing by brains, includ-
ing perception, decision making, motor control, emotion, and consciousness. Memory
also exists in various forms, which have been classified on the basis of their relation to
other cognitive functions, the degree to which they are explicitly encoded and avail-
able for use in a broad range of contexts, and their longevity. (We have already consid-
ered some forms of nonexplicit memory, such as those associated with perceptual and
motor learning.) Taxonomies based upon these criteria have been reviewed in detalil
elsewhere (e.g., Squire, Knowlton, and Musen 1993). The phenomenological and
functional differences among different forms of memory suggest the existence of a
variety of different brain substrates. Localization of these substrates is a major goal of
modern cognitive neuroscience. Research is also clarifying the mechanisms underly-
ing the oft-noted role of affective or emotional responses in memory consolidation
(see MEMORY STORAGE MODULATION OF, AMYGDALA , PRIMATE), and the loss of
memory that occurs with aging (S88ING, MEMORY, AND THE BRAIN).

Three current approaches (broadly defined and overlapping) to memory are among
the most promising for the future of cognitive neuroscience: (1) neuropsychological
and neurophysiological studies of the neuronal substrates of explicit memory in pri-
mates, (2) studies of the relationship between phenomena of synaptic facilitation or
depression and behavioral manifestations of learning and memory, and (3) molecular
genetic studies that enable highly selective disruption of cellular structures and events
thought to be involved in learning and memory.

Brain Substrates of Explicit Memory in Primates

The current approach to this topic has its origins in the early studies of Karl Lashley
and colleagues, in which the lesion method was used to infer the contributions of spe-
cific brain regions to a variety of cognitive functions, including memory. The field
took a giant step forward in the 1950s with the discovery by Brenda Milner and col-
leagues of the devastating effects of damage to the human temporal lobe—particularly
the HIPPOCAMPUS—ON human memory formation (S®EEMORY, HUMAN NEUROPSY
CHOLOGY). Following that discovery, Mortimer Mishkin and colleagues began to use
the lesion technique to develop an animal model of amnesia. More recently, using a
similar approach, Stuart Zola, Larry Squire, and colleagues have further localized the
neuronal substrates of memory consolidation in the primate temporal lobes(gee

ORY, ANIMAL STUDIES).

Electrophysiological studies of the contributions of individual cortical neurons to
memory began in the 1970s with the work of Charles Gross and Joaquin Fuster. The
logic behind this approach is that by examining neuronal responses of an animal
engaged in a standard memory task (e.g., match-to-sample: determine whether a sam-
ple stimulus corresponds to a previously viewed cue stimulus), one can distinguish the
components of the response that reflect memory from those that are sensory in nature.
Subsequent electrophysiological studies by Robert Desimone and Patricia Goldman-
Rakic, among others, have provided some of the strongest evidence for single-cell
substrates of working memory in the primate temporal and frontal lobes. These tradi-
tional approaches to explicit memory formation in primates are now being comple-
mented by brain imaging studies in humans.

Do Synaptic Changes Mediate Memory Formation?

The phenomenon afoNG-TERM POTENTIATION (LTP), originally discovered in the
1970s—and the related phenomenon of long-term depression—consists of physiolog-
ically measurable changes in the strength of synaptic connections between neurons.
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LTP is commonly produced in the laboratory by coincident activation of pre- and
post-synaptic neurons, in a manner consistent with the predictioasiafD 0. HEBB
(1904-1985), and it is often dependent upon activation of the postsynaptic NMDA
glutamate receptor. Because a change in synaptic efficacy could, in principle, underlie
behavioral manifestations of learning and memory, and because LTP is commonly
seen in brain structures that have been implicated in memory formation (such as the
hippocampus, cerebellum, and cerebral cortex) by other evidence, it is considered a
likely mechanism for memory formation. Attempts to test that hypothesis have led to
one of the most exciting new approaches to memory.

From Genes to Behavior: A Molecular Genetic Approach to Memory
The knowledge that the NMDA receptor is responsible for many forms of LTP, in
conjunction with the hypothesis that LTP underlies memory formation, led to the
prediction that memory formation should be disrupted by elimination of NMDA
receptors. The latter can be accomplished in mice by engineering genetic mutations
that selectively knock out the NMDA receptor, although this technique has been
problematic because it has been difficult to constrain the effects to specific brain
regions and over specific periods of time. Matthew Wilson and Susumu Tonegawa
have recently overcome these obstacles by production of a knockout in which
NMDA receptors are disrupted only in a subregion of the hippocampus (the CAl
layer), and only after the brain has matured. In accordance with the NMDA-mediated
synaptic plasticity hypothesis, these animals were deficient on both behavioral and
physiological assays of memory formation (Tonegawa et al. 1996). Further develop-
ments along these lines will surely involve the ability to selectively disrupt action
potential generation in specific cell populations, as well as genetic manipulations in
other animals (such as monkeys).

See als\GING, MEMORY, AND THE BRAIN; AMYGDALA , PRIMATE; HEBB, DONALD
0.; HIPPOCAMPUS LONG-TERM POTENTIATION; MEMORY, ANIMAL STUDIES MEMORY,
HUMAN NEUROPSYCHOLOGY MEMORY STORAGE MODULATION OF

Language

One of the first cognitive functions to be characterized from a biological perspective
was language. Nineteenth-century physicians, including Broca, observed the effects
of damage to different brain regions and described the asymmetrical roles of the left
and right hemispheres in language production and comprehensiofE(§SeHERIC
SPECIALIZATION; APHASIA; LANGUAGE, NEURAL BASIS OF). Investigators since then
have discovered that different aspects of language, includingHttieOLOGY, SYN-
TAX, andLEXICON, each rely on different and specific neural structuresrseaoL-
OGY, NEURAL BASIS OF; GRAMMAR, NEURAL BASIS OF; LEXICON, NEURAL BASIS OF).
Modern neuroimaging techniques, including ERPs, PET, and fMRI, have confirmed
the role of the classically defined language areas and point to the contribution of sev-
eral other areas as well. Such studies have also identified “modality neutral” areas
that are active when language is processed through any modality: auditory, written,
and even sign language (S26N LANGUAGE AND THE BRAIN). Studies describing the
effects of lesions on language can identify neural tissue that is necessary and suffi-
cient for processing. An important additional perspective can be obtained from neu-
roimaging studies of healthy neural tissue, which can reveal all the activity
associated with language production and comprehension. Taken together the cur-
rently available evidence reveals a strong bias for areas within the left hemisphere to
mediate language if learned early in childhood, independently of its form or modal-
ity. However, the nature of the language learned and the age of acquisition have
effects on the configuration of the language systems of the braisi($e@UALISM
AND THE BRAIN).

Developmental disorders of language (s&@GUAGE IMPAIRMENT, DEVELOPMEN-
TAL; DYSLEXIA) can occur in isolation or in association with other disorders and can
result from deficits within any of the several different skills that are central to the per-
ception and modulation of language.
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See als®PHASIA; BILINGUALISM AND THE BRAIN; DYSLEXIA; GRAMMAR, NEURAL
BASIS OF;, HEMISPHERIC SPECIALIZATION; LANGUAGE, NEURAL BASIS OF; LANGUAGE
IMPAIRMENT, DEVELOPMENTAL,; LEXICON,; LEXICON, NEURAL BASIS OF, PHONOLOGY,
PHONOLOGY, NEURAL BASIS OF, SIGN LANGUAGE AND THE BRAIN; SYNTAX

Consciousness

Rediscovery of the phenomena of perception and memory without awareness has
renewed research and debate on issues concerning the neural basiS@OUSNESS

(See CONSCIOUSNESSNEUROBIOLOGY OF). Some patients with cortical lesions that
have rendered them blind can nonetheless indicate (by nonverbal methods) accurate
perception of stimuli presented to the blind portion of the visual field {se®-

SIGHT). Similarly, some patients who report no memory for specific training events
nonetheless demonstrate normal learning of those skills.

Systematic study of visual consciousness employing several neuroimaging tools
within human and nonhuman primates is being conducted to determine whether con-
sciousness emerges as a property of a large collection of interacting neurons or
whether it arises as a function of unique neuronal characteristics possessed by some
neurons or by an activity pattern temporarily occurring within a subset of neurons (see
BINDING BY NEURAL SYNCHRONY).

Powerful insights into systems and cellular and molecular events critical in cogni-
tion and awareness, judgment and action have come from human and animal studies of
SLEEPandDREAMING. Distinct neuromodulatory effects of cholenergic and aminergic
systems permit the panoply of conscious cognitive processing, evaluation, and plan-
ning during waking states and decouple cognition, emotional, and mnemonic func-
tions during sleep. Detailed knowledge of the neurobiology of sleep and dreaming
presents an important opportunity for future studies of cognition and consciousness.

See alsGBINDING BY NEURAL SYNCHRONY; BLINDSIGHT; CONSCIOUSNESS CON-
SCIOUSNESSNEUROBIOLOGY OF, DREAMING; SLEEP

Emotions

Closely related to questions about consciousness are iss@eONS and feelings
that have, until very recently, been ignored in cognitive science. Emotions sit at the
interface between incoming events and preparation to respond, however, and recent
studies have placed the study of emotion more centrally in the field. Animal models
have provided detailed anatomical and physiological descriptions of fear responses
(Armony and LeDoux 1997) and highlight the role of the amygdala_augiCc Sys
TEM as well as different inputs to this system (BE©TION AND THE ANIMAL BRAIN).
Studies of human patients suggest specific roles for different neural systems in the
perception of potentially emotional stimuli (Adolphs et al. 1994; Hamann et al. 1996),
in their appraisal, and in organizing appropriate responses to theEMGE©®N AND
THE HUMAN BRAIN; PAIN). An important area for future research is to characterize the
neurochemistry of emotions. The multiple physiological responses to real or imagined
threats (i.e.STRES$ have been elucidated in both animal and human studies. Several
of the systems most affected by stress play central roles in emotional and cognitive
functions (se@\EUROENDOCRINOLOGY. Early pre- and postnatal experiences play a
significant role in shaping the activity of these systems and in their rate of aging. The
profound role of the stress-related hormones on memory-related brain structures,
including the hippocampus, and their role in regulating neural damage following
strokes and seizures and in aging, make them a central object for future research in
cognitive neuroscience (SR8ING AND COGNITION).

See alS@AGING AND COGNITION; EMOTION AND THE ANIMAL BRAIN; EMOTION AND
THE HUMAN BRAIN; EMOTIONS, LIMBIC SYSTEM, NEUROENDOCRINOLOGY PAIN;
STRESS

4 Cognitive Neuroscience: A Promise for the Future

A glance at the neuroscience entries for this volume reveals that we are amassing
detailed knowledge of the highly specialized neural systems that mediate different and
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specific cognitive functions. Many questions remain unanswered, however, and the
applications of new experimental techniques have often raised more questions than
they have answered. But such are the expansion pains of a thriving science.

Among the major research goals of the next century will be to elucidate how these
highly differentiated cognitive systems arise in ontogeny, the degree to which they are
maturationally constrained, and the nature and the timing of the role of input from the
environment iMNEURAL DEVELOPMENT. This is an area where research has just begun.

It is evident that there exist strong genetic constraints on the overall patterning of dif-
ferent domains within the developing nervous system. Moreover, the same class of
genes specify the rough segmentation of the nervous systems of both vertebrates and
invertebrates. However, the information required to specify the fine differentiation and
connectivity within the cortex exceeds that available in the genome. Instead, a process
of selective stabilization of transiently redundant connections permits individual dif-
ferences in activity and experience to organize developing cortical systems. Some
brain circuits display redundant connectivity and pruning under experience only dur-
ing a limited time period in development (“critical period”). These time periods are
different for different species and for different functional brain systems within a spe-
cies. Other brain circuits retain the ability to change under external stimulation
throughout life, and this capability, which now appears more ubiquitous and long last-
ing than initially imagined, is surely a substrate for adult learning, recovery of func-
tion after brain damage, aneHANTOM LIMB phenomena (see als@UDITORY
PLASTICITY; NEURAL PLASTICITY). A major challenge for future generations of cogni-

tive neuroscientists will be to characterize and account for the markedly different
extents and timecourses of biological constraints and experience-dependent modifi-
ability of the developing human brain.

Though the pursuit may be ancient, consider these the halcyon days of cognitive
neuroscience. As we cross the threshold of the millenium, look closely as the last vell
begins to fall. And bear in mind that if cognitive neuroscience fulfills its grand prom-
ise, later editions of this volume may contain a section on history, into which all of the
nonneuro cognitive science discussion will be swept.

See alSOAUDITORY PLASTICITY; NEURAL DEVELOPMENT, NEURAL PLASTICITY;
PHANTOM LIMB
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Computational Intelligence

Michael I. Jordan and Stuart Russell

There are two complementary views of artificial intelligence (Al): one as an engineer-
ing discipline concerned with the creation of intelligent machines, the other as an
empirical science concerned with the computational modeling of human intelligence.
When the field was young, these two views were seldom distinguished. Since then, a
substantial divide has opened up, with the former view dominating modern Al and the
latter view characterizing much of modern cognitive science. For this reason, we have
adopted the more neutral term “computational intelligence” as the title of this arti-
cle—both communities are attacking the problem of understanding intelligence in
computational terms.

It is our belief that the differences between the engineering models and the cogni-
tively inspired models are small compared to the vast gulf in competence between
these models and human levels of intelligence. For humans are, to a first approxima-
tion, intelligent they can perceive, act, learn, reason, and commursoatessfully
despite the enormous difficulty of these tasks. Indeed, we expect that as further
progress is made in trying to emulate this success, the engineering and cognitive mod-
els will become more similar. Already, the traditionally antagonistic “connectionist”
and “symbolic” camps are finding common ground, particularly in their understand-
ing of reasoning under uncertainty and learning. This sort of cross-fertilization was a
central aspect of the early vision of cognitive science as an interdisciplinary enter-
prise.

1 Machines and Cognition

The conceptual precursors of Al can be traced back many centads, the formal

theory of deductive reasoning, was studied in ancient Greece, aaMEERITHMS

for mathematical computations. In the late seventeenth century, Wilhelm Leibniz
actually constructed simple “conceptual calculators,” but their representational and
combinatorial powers were far too limited. In the nineteenth century, Charles Babbage
designed (but did not build) a device capable of universal computation, and his collab-
orator Ada Lovelace speculated that the machine might one day be programmed to
play chess or compose music. Fundamental workLhy TURING in the 1930s for-
malized the notion of universal computation; the fam@$RCHTURING THESISpro-

posed that all sufficiently powerful computing devices were essentially identical in the
sense that any one device could emulate the operations of any other. From here it was
a small step to the bold hypothesis that human cognition was a f@ometJTATION

in exactly this sense, and could therefore be emulated by computers.

By this time, neurophysiology had already established that the brain consisted
largely of a vast interconnected networkvelJRONSthat used some form of electrical
signalling mechanism. The first mathematical model relating computation and the
brain appeared in a seminal paper entitled “A logical calculus of the ideas immanent
in nervous activity,” byW ARREN MCCULLOCH andWALTER PITTS (1943). The paper
proposed an abstract model of neurons as linear threshold units—logical “gates” that
output a signal if the weighted sum of their inputs exceeds a threshold valgexsee
PUTING IN SINGLE NEURONS. It was shown that a network of such gates could repre-
sent any logical function, and, with suitable delay components to implement memory,
would be capable of universal computation. Together wikB’s model of learning
in networks of neurons, this work can be seen as a precursor of nnEt&R. NET-

WORKS and connectionist cognitive modeling. Its stress on the representation of logi-
cal concepts by neurons also provided impetus to the “logicist” view of Al.

The emergence of Al proper as a recognizable field required the availability of
usable computers; this resulted from the wartime efforts led by Turing in Britain and
by JOHN VON NEUMANN in the United States. It also required a banner to be raised;
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this was done with relish by Turing’s (1950) paper “Computing Machinery and Intel-
ligence,” wherein an operational definition for intelligence was proposed (the Turing
test) and many future developments were sketched out.

One should not underestimate the level of controversy surrounding Al’s initial
phase. The popular press was only too ready to ascribe intelligence to the new “elec-
tronic super-brains,” but many academics refused to contemplate the idea of intelli-
gent computers. In his 1950 paper, Turing went to great lengths to catalogue and
refute many of their objections. Ironically, one objection already voiced by Kurt
Godel, and repeated up to the present day in various forms, rested on the ideas of
incompleteness and undecidability in formal systems to which Turing himself had
contributed (se&ODEL'S THEOREMS and FORMAL SYSTEMS PROPERTIESOF). Other
objectors denied the possibility cobNSCIOUSNESSN computers, and with it the pos-
sibility of intelligence. Turing explicitly sought to separate the two, focusing on the
objective question of intelligertiehaviorwhile admitting that consciousness might
remain a mystery—as indeed it has.

The next step in the emergence of Al was the formation of a research community;
this was achieved at the 1956 Dartmouth meeting convened by John McCarthy. Per-
haps the most advanced work presented at this meeting was thaesf NEWELL
and Herb Simon, whose program of research in symbolic cognitive modeling was one
of the principal influences on cognitive psychology and information-processing psy-
chology. Newell and Simon’s IPL languages were the first symbolic programming
languages and among the first high-level languages of any kind. McCarthy’s LISP
language, developed slightly later, soon became the standard programming language
of the Al community and in many ways remains unsurpassed even today.

Contemporaneous developments in other fields also led to a dramatic increase in
the precision and complexity of the models that could be proposed and analyzed. In
linguistics, for example, work by Chomsky (1957) on formal grammars opened up
new avenues for the mathematical modeling of mental StructDERERT WIENER
developed the field of cybernetics (SBBNTROL THEORY and MOTOR CONTROL) to
provide mathematical tools for the analysis and synthesis of physical control systems.
The theory of optimal control in particular has many parallels with the theory of ratio-
nal agents (see below), but within this tradition no model of internal representation
was ever developed.

As might be expected from so young a field with so broad a mandate that draws on
so many traditions, the history of Al has been marked by substantial changes in fash-
ion and opinion. Its early days might be described as the “Look, Ma, no hands!” era,
when the emphasis was on showing a doubting world that compatédplay chess,
learn, see, and do all the other things thought to be impossible. A wide variety of
methods was tried, ranging from general-purpose symbolic problem solvers to simple
neural networks. By the late 1960s, a number of practical and theoretical setbacks had
convinced most Al researchers that there would be no simple “magic bullet.” The gen-
eral-purpose methods that had initially seemed so promising came to beaeslled
methodshecause their reliance on extensive combinatorial search and first-principles
knowledge could not overcome the complexity barriers that were, by that time, seen as
unavoidable. The 1970s saw the rise of an alternative approach based on the applica-
tion of large amounts of domain-specific knowledge, expressed in forms that were
close enough to the explicit solution as to require little additional computation. Ed
Feigenbaum’s gnomic dictum, “Knowledge is power,” was the watchword of the
boom in industrial and commercial applicatiorespert systemis the early 1980s.

When the first generation of expert system technology turned out to be too fragile
for widespread use, a so-called Al Winter set in—government funding of Al and pub-
lic perception of its promise both withered in the late 1980s. At the same time, a
revival of interest in neural network approaches led to the same kind of optimism as
had characterized “traditional” Al in the early 1980s. Since that time, substantial
progress has been made in a number of areas within Al, leading to renewed commer-
cial interest in fields such amta mining(applied machine learning) and a new wave
of expert system technology based on probabilistic inference. The 1990s may in fact
come to be seen as the decade of probability. Besides expert systems, the so-called



Computational Intelligence Ixxv

Bayesianapproach (named after the Reverend Thomas Bayes, eighteenth-century
author of the fundamental rule for probabilistic reasoning) has led to new methods in
planning, natural language understanding, and learning. Indeed, it seems likely that
work on the latter topic will lead to a reconciliation of symbolic and connectionist
views of intelligence.

See alSALGORITHM; CHURCHTURING THESIS COMPUTATION; COMPUTINGIN SIN-
GLE NEURONS CONTROL THEORY; GODEL'S THEOREMS FORMAL SYSTEMS PROPER
TIES OF; HEBB, DONALD O.; LOGIC; MCCULLOCH, WARREN; MOTOR CONTROL; NEURAL
NETWORKS NEURON, NEWELL, ALLEN; PITTS, WALTER; TURING, ALAN; VON NEU-
MANN, JOHN, WIENER, NORBERT

2 Artificial Intelligence: What's the Problem?

The consensus apparent in modern textbooks (Russell and Norvig 1995; Poole, Mack-
worth, and Goebel 1997; Nilsson 1998) is that Al is about the design of intelligent
agents An agent is an entity that can be understood as perceiving and acting on its
environment. An agent istional to the extent that its actions can be expected to
achieve its goals, given the information available from its perceptual processes.
Whereas the Turing test defined only an informal notion of intelligence as emulation
of humans, the theory GfATIONAL AGENCY (See als(RATIONAL CHOICE THEORY)
provides a first pass af@rmal specificatiorfor intelligent agents, with the possibility

of a constructive theory to satisfy this specification. Although the last section of this
introduction argues that this specification needs a radical rethinking, the idea of
RATIONAL DECISIONMAKING has nonetheless been the foundation for most of the cur-
rent research trends in Al.

The focus on Al as the design of intelligent agents is a fairly recent preoccupation.
Until the mid-1980s, most research in “core Al” (that is, Al excluding the areas of
robotics and computer vision) concentrated on isolated reasoning tasks, the inputs of
which were provided by humans and the outputs of which were interpreted by
humans. Mathematical theorem-proving systems, English question-answering sys-
tems, and medical expert systems all had this flavor—none of them took actions in
any meaningful sense. The so-called situated movement in AlS(B@STEDNESS
EMBEDDEDNESY stressed the point that reasoning is not an end in itself, but serves the
purpose of enabling the selection of actions that will affect the reasoner’s environment
in desirable ways. Thus, reasoning always occurs in a specific context for specific
goals. By removing context and taking responsibility for action selection, Al research-
ers were in danger of defining a subtask that, although useful, actually had no role in
the design of a complete intelligent system. For example, some early medical expert
systems were constructed in such a way as to accept as input a complete list of symp-
toms and to output the most likely diagnosis. This might seem like a useful tool, but it
ignores several key aspects of medicine: the crucial role of hypothesis-dgattted
ering of information, the very complex task of interpreting sensory data to obtain sug-
gestive and uncertain indicators of symptoms, and the overriding geoatiof the
patient, which may involve treatments aimed at less likely but potentially dangerous
conditions rather than more likely but harmless ones. A second example occurred in
robotics. Much research was done on motion planning under the assumption that the
locations and shapes of all objects in the environment were known exactly; yet no fea-
sible vision system can, or should, be designed to obtain this information.

When one thinks about building intelligent agents, it quickly becomes obvious that
the task environment in which the agent will operate is a primary determiner of the
appropriate design. For example, if all relevant aspects of the environment are imme-
diately available to the agent's perceptual apparatus—as, for example, when playing
backgammon—then the environment is said tfubg observableand the agent need
maintain no internal model of the world at all. Backgammon is disorete as
opposed tacontinuous—that is, there is a finite set of distinct backgammon board
states, whereas tennis, say, requires real-valued variables and changes continuously
over time. Backgammon &ochasticas opposed tdeterministi¢c because it includes
dice rolls and unpredictable opponents; hence an agent may need to make contingency
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plans for many possible outcomes. Backgammon, unlike tennis, istatsorather
thandynamig in that nothing much happens while the agent is deciding what move to
make. Finally, the “physical laws” of the backgammon universe—what the legal
moves are and what effect they have—are known rather than unknown. These distinc-
tions alone (and there are many more) define thirty-two substantially different kinds
of task environment. This variety of tasks, rather than any true conceptual differences,
may be responsible for the variety of computational approaches to intelligence that,
on the surface, seem so philosophically incompatible.

See alSORATIONAL AGENCY; RATIONAL CHOICE THEORY; RATIONAL DECISION
MAKING ; SITUATEDNESSEMBEDDEDNESS

3 Architectures of Cognition

Any computational theory of intelligence must propose, at least implicitlyTanLI -
GENTAGENT ARCHITECTURE Such an architecture defines the underlying organization
of the cognitive processes comprising intelligence, and forms the computational sub-
strate upon which domain-specific capabilities are built. For example, an architecture
may provide a generic capability for learning the “physical laws” of the environment,
for combining inputs from multiple sensors, or for deliberating about actions by envi-
sioning and evaluating their effects.

There is, as yet, no satisfactory theory that defines the range of possible architec-
tures for intelligent systems, or identifies the optimal architecture for a given task
environment, or provides a reasonable specification of what is required for an archi-
tecture to support “general-purpose” intelligence, either in machines or humans.
Some researchers see the observed variety of intelligent behaviors as a consequence of
the operation of a unified, general-purpose problem-solving architecture (Newell
1990). Others propose a functional division of the architecture with modules for per-
ception, learning, reasoning, communication, locomotion, and so ONM@SeRAR-

ITY OF MIND). Evidence from neuroscience (for example, lesion studies) is often
interpreted as showing that the brain is divided into areas, each of which performs
some function in this sense; yet the functional descriptions (e.g., “language,” “face
recognition,” etc.) are often subjective and informal and the nature of the connections
among the components remains obscure. In the absence of deeper theory, such gener-
alizations from scanty evidence must remain highly suspect. That is, the basic organi-
zational principles of intelligence are still up for grabs.

Proposed architectures vary along a number of dimensions. Perhaps the most com-
monly cited distinction is between “symbolic” and “connectionist” approaches. These
approaches are often thought to be based on fundamentally irreconcilable philosophi-
cal foundations. We will argue that, to a large extent, they are complementary; where
comparable, they form a continuum.

Roughly speaking, symbolis an object, part of the internal state of an agent, that
has two properties: it can be compared to other symbols to test for equality, and it can
be combined with other symbols to foaymbol structuresThe symbolic approach to
Al, in its purest form, is embodied in the physical symbol system (PSS) hypothesis
(Newell and Simon 1972), which proposes that algorithmic manipulation of symbol
structures is necessary and sufficient for general intelligence (see@swTA-

TIONAL THEORY OF MIND.)

The PSS hypothesis, if taken to its extreme, is identical to the view that cognition
can be understood asOMPUTATION. Symbol systems can emulate any Turing
machine; in particular, they can carry out finite-precision numerical operations and
thereby implement neural networks. Most Al researchers interpret the PSS hypothesis
more narrowly, ruling out primitive numerical quantities that are manipulatethgs
nitudes rather than simply tested for (in)equality. The Soar architecture (Newell
1990), which useSROBLEM SOLVING as its underlying formalism, is the most well
developed instantiation of the pure symbolic approach to cognitionc(seReITIVE
MODELING, SYMBOLIC).

The symbolic tradition also encompasses approaches to Al that are based on logic.
The symbols in the logical languages are used to represent objects and relations
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among objects, and symbol structures cadiedtencesre used to represent facts that

the agent knows. Sentences are manipulated according to certain rules to generate new
sentences that follow logically from the original sentences. The details of logical
agent design are given in the section on knowledge-based systems; what is relevant
here is the use of symbol structures as direct representations of the world. For exam-
ple, if the agent sees John sitting on the fence, it might construct an internal represen-
tation from symbols that represent John, the fence, and the sitting-on relation. If Mary
is on the fence instead, the symbol structure would be the same except for the use of a
symbol for Mary instead of John.

This kind of compositionality of representations is characteristic of symbolic
approaches. A more restricted kind of compositionality can occur even in much sim-
pler systems. For example, in the network of logical gates proposed by McCulloch
and Pitts, we might have a neurdthat is “on” whenever the agent sees John on the
fence; and another neurdhthat is “on” when Mary is on the fence. Then the propo-
sition “either John or Mary is on the fence” can be represented by a neuron that is con-
nected to J and M with the appropriate connection strengths. We call this kind of
representatiorpropositional] because the fundamental elements are propositions
rather than symbols, denoting objects and relations. In the words of McCulloch and
Pitts (1943), the state of a neuron was conceived of as “factually equivalent to a prop-
osition which proposed its adequate stimulus.” We will also extend the standard sense
of “propositional” to cover neural networks comprised of neurons with continuous
real-valued activations, rather than the 1/0 activations in the original McCulloch-Pitts
threshold neurons.

Itis clear that, in this sense, the raw sensory data available to an agent are proposi-
tional. For example, the elements of visual perception are “pixels” whose proposi-
tional content is, for example, “this area of my retina is receiving bright red light.”
This observation leads to the first difficulty for the symbolic approach: how to move
from sensory data to symbolic representations. This so-called symbol grounding
problem has been deemed insoluble by some philosophers@seerTg, thereby
dooming the symbolic approach to oblivion. On the other hand, existence proofs of
its solubility abound. For example, Shakey, the first substantial robotics project in
Al, used symbolic (logical) reasoning for its deliberations, but interacted with the
world quite happily (albeit slowly) through video cameras and wheels (see Raphael
1976).

A related problem for purely symbolic approaches is that sensory information
about the physical world is usually thought of as numerical—light intensities, forces,
strains, frequencies, and so on. Thus, there must at least be a layer of nonsymbolic
computation between the real world and the realm of pure symbols. Neither the theory
nor the practice of symbolic Al argues against the existence of such a layer, but its
existence does open up the possibility that some substantial part of cognition occurs
therein without ever reaching the symbolic level.

A deeper problem for the narrow PSS hypothesisNGERTAINTY—the unavoid-
able fact that unreliable and partial sensory information, combined with unreliable
and partial theories of how the world works, must leave an agent with some doubt as
to the truth of virtually all propositions of interest. For example, the stock market may
soon recover this week’s losses, or it may not. Whether to buy, sell, or hold depends
on one’s assessment of the prospects. Similarly, a person spotted across a crowded,
smoky night club may or may not be an old friend. Whether to wave in greeting
depends on how certain one is (and on one’s sensitivity to embarrassment due to wav-
ing at complete strangers). Although many decisions under uncertainty can be made
without reference to numerical degrees of belief (Wellman 1990), one has a lingering
sense that degrees of belief in propositions may be a fundamental component of our
mental representations. Accounts of such phenomena based on probability theory are
now widely accepted within Al as augmentatiorof the purely symbolic view; in
particular, probabilistic models are a natural generalization of the logical approach.
Recent work has also shown that some connectionist representations (e.g., Boltzmann
machines) are essentially identical to probabilistic network models developed in Al
(SEeeNEURAL NETWORKS).
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The three issues raised in the preceding paragraphs—sensorimotor connections to
the external world, handling real-valued inputs and outputs, and robust handling of
noisy and uncertain information—are primary motivations for the connectionist
approach to cognition. (The existence of networks of neurons in the brain is obviously
another.) Neural network models show promise for many low-level tasks such as
visual pattern recognition and speech recognition. The most obvious drawback of the
connectionist approach is the difficulty of envisaging a means to model higher levels
of cognition (Se®INDING PROBLEM andCOGNITIVE MODELING, CONNECTIONIST), par-
ticularly when compared to the ability of symbol systems to generate an unbounded
variety of structures from a finite set of symbols (GesPOSITIONALITY). Some solu-
tions have been proposed (see, for exanBik®ING BY NEURAL SYNCHRONY); these
solutions provide a plausible neunaplementatiorof symbolic models of cognition,
rather than aalternative

Another problem for connectionist and other propositional approaches is the mod-
eling oftemporally extendetehavior. Unless the external environment is completely
observable by the agent’s sensors, such behavior requires the agent to maintain some
internal state information that reflects properties of the external world that are not
directly observable. In the symbolic or logical approach, sentences such as “My car is
parked at the corner of Columbus and Union” can be stored in “working memory” or
in a “temporal knowledge base” and updated as appropriate. In connectionist models,
internal states require the use RECURRENT NETWORKS, which are as yet poorly
understood.

In summary, the symbolic and connectionist approaches seem not antithetical but
complementary—connectionist models may handle low-level cognition and may (or
rathermust in some form) provide a substrate for higher-level symbolic processes.
Probabilistic approaches to representation and reasoning may unify the symbolic and
connectionist traditions. It seems that the more relevant distinction is between propo-
sitional and more expressive forms of representation.

Related to the symbolic-connectionist debate is the distinction betlediera-
tive andreactivemodels of cognition. Most Al researchers view intelligent behavior
as resulting, at least in part, from deliberation over possible courses of action based on
the agent’s knowledge of the world and of the expected results of its actions. This
seems self-evident to the average person in the street, but it has always been a contro-
versial hypothesis—according BEHAVIORISM, it is meaningless. With the develop-
ment ofkNOWLEDGE-BASED SYSTEMS starting from the famous “Advice Taker” paper
by McCarthy (1958), the deliberative model could be put to the test. The core of a
knowledge-based agent is the knowledge base and its associated reasoning proce-
dures; the rest of the design follows straightforwardly. First, we need some way of
acquiring the necessary knowledge. This could be from experience thuaagine
LEARNING methods, from humans and books throNgMURAL LANGUAGE PROCESS
ING, by direct programming, or through perceptual processes sucr@siNE
VISION. Given knowledge of its environment and of its objectives, an agent can reason
that certain actions will achieve those objectives and should be executed. At this point,
if we are dealing with a physical environment, robotics takes over, handling the
mechanical and geometric aspects of motion and manipulation.

The following sections deal with each of these areas in turn. It should be noted,
however, that the story in the preceding paragraph is a gross idealization. It is, in fact,
close to the view caricatured as good old-fashioned Al (GOFAI) by John Haugeland
(1985) and Hubert Dreyfus (1992). In the five decades since Turing’s paper, Al
researchers have discovered that attaining real competence is not so simple—the prin-
ciple barrier beingcOMPUTATIONAL COMPLEXITY. The idea ofeactive systemsee
also AUTOMATA) is to implement direct mappings from perception to action that
avoid the expensive intermediate steps of representation and reasoning. This observa-
tion was made within the first month of the Shakey project (Raphael 1976) and given
new life in the field ofBEHAVIOR-BASED ROBOTICS (Brooks 1991). Direct mappings
of this kind can be learned from experience or can be compiled from the results of
deliberation within a knowledge-based architecture (&2ELANATION-BASED
LEARNING). Most current models proposéngbrid agent design incorporating a vari-
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ety of decision-making mechanisms, perhaps with capabilitieBIHDAREASONING
to control and integrate these mechanisms. Some have even proposed that intelligent
systems should be constructed from large numbers of separate agents, each with per-
cepts, actions, and goals of its own (Minsky 1986)—much as a nation’s economy is
made up of lots of separate humans. The theomuUflIAGENT SYSTEMS explains
how, in some cases, the goals of the whole agent can be achieved even when each
sub-agent pursues its own ends.

See alsOAUTOMATA; BEHAVIORISM; BEHAVIOR-BASED ROBOTICS BINDING BY
NEURAL SYNCHRONY; BINDING PROBLEM; COGNITIVE MODELING, CONNECTIONIST,
COGNITIVE MODELING, SYMBOLIC; COMPOSITIONALITY; COMPUTATION; COMPUTA-
TIONAL COMPLEXITY; COMPUTATIONAL THEORY OF MIND; CONCEPTS EXPLANATION-
BASED LEARNING; INTELLIGENT AGENT ARCHITECTURE KNOWLEDGE-BASED SYS
TEMS; MACHINE LEARNING; MACHINE VISION; METAREASONING, MODULARITY OF
MIND; MULTIAGENT SYSTEMS NATURAL LANGUAGE PROCESSING NEURAL NET-
WORKS; PROBLEM SOLVING; RECURRENTNETWORKS UNCERTAINTY

4 Knowledge-Based Systems

The procedural-declarative controversyhich raged in Al through most of the
1970s, was about which way to build Al systems (see, for example, Boden 1977). The
procedural view held that systems could be constructed by encoding expertise in
domain-specific algorithms—for example, a procedure for diagnosing migraines by
asking specific sequences of questions. The declarative view, on the other hand, held
that systems should Heowledge-basedhat is, composed from domain-specific
knowledge—for example, the symptoms typically associated with various ailments—
combined with a general-purpose reasoning system. The procedural view stressed
efficiency, whereas the declarative view stressed the fact that the overall internal rep-
resentation can be decomposed into sepasateenceseach of which has an identifi-

able meaning. Advocates of knowledge-based systems often cited the following
advantages:

Ease of constructiorknowledge-based systems can be constructed simply by encod-
ing domain knowledge extracted from an expert; the system builder need not con-
struct and encodesmlutionto the problems in the domain.

Flexibility: the same knowledge can be used to answer a variety of questions and as a
component in a variety of systems; the same reasoning mechanism can be used for
all domains.

Modularity: each piece of knowledge can be identified, encoded, and debugged inde-
pendently of the other pieces.

Learnability: various learning methods exist that can be used to extract the required
knowledge from data, whereas it is very hard to construct programs by automatic
means.

Explainability: a knowledge-based system caplainits decisions by reference to
the explicit knowledge it contains.

With arguments such as these, the declarative view prevailed and led to the boom in
expert systems in the late 1970s and early 1980s.

Unfortunately for the field, the early knowledge-based systems were seldom equal
to the challenges of the real world, and since then there has been a great deal of
research to remedy these failings. The areBNGiWLEDGE REPRESENTATIONdeals
with methods for encoding knowledge in a form that can be processed by a computer
to derive consequences. Formal logic is used in various forms to represent definite
knowledge. To handle areas where definite knowledge is not available (for example,
medical diagnosis), methods have been developed for representation and reasoning
under uncertainty, including the extension of logic to so-cal@MONOTONIC LOG-

ICS. All knowledge representation systems need some proceseNfmWLEDGE
ACQUISITION, and much has been done to automate this process through better inter-
face tools, machine learning methods, and, most recently, extraction from natural lan-
guage texts. Finally, substantial progress has been made on the question of the
computational complexity of reasoning.
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See alsSoKNOWLEDGE ACQUISITION; KNOWLEDGE REPRESENTATION NONMONO-
TONIC LOGICS

5 Logical Representation and Reasoning

Logical reasoning is appropriate when the available knowledge is definite. McCar-
thy’s (1958) “Advice Taker” paper proposed first-order logic (FOL) as a formal lan-
guage for the representation of commonsense knowledge in Al systems. FOL has
sufficient expressive power for most purposes, including the representation of objects,
relations among objects, and universally quantified statements about sets of objects.

Thanks to work by a long line of philosophers and mathematicians, who were also
interested in a formal language for representing general (as well as mathematical)
knowledge, FOL came with a well-defined syntax and semantics, as well as the pow-
erful guarantee ofompletenesshere exists a computational procedure such that, if
the answer to a question is entailed by the available knowledge, then the procedure
will find that answer (seeODEL'S THEOREMS. More expressive languages than FOL
generally do not allow completeness—roughly put, there exist theorems in these lan-
guages that cannot be proved.

The first complete logical reasoning system for FOL, the resolution method, was
devised by Robinson (1965). An intense period of activity followed in wiochcAL
REASONING SYSTEMS were applied to mathematics, automatic programming, plan-
ning, and general-knowledge question answering. Theorem-proving systems for full
FOL have proved new theorems in mathematics and have found widespread applica-
tion in areas such as program verification, which spun off from mainstream Al in the
early 1970s.

Despite these early successes, Al researchers soon realized that the computational
complexity of general-purpose reasoning with full FOL is prohibitive; such systems
could not scale up to handle large knowledge bases. A great deal of attention has
therefore been given to more restricted languddatabase systemwhich have long
been distinct from Al, are essentially logical question-answering systems the knowl-
edge bases of which are restricted to very simple sentences about specific objects.
Propositionallanguages avoid objects altogether, representing the world by the dis-
crete values of a fixed set of propositional variables and by logical combinations
thereof. (Most neural network models fall into this category also.) Propositional rea-
soning methods based @®NSTRAINT SATISFACTION and GREEDY LOCAL SEARCH
have been very successful in real-world applications, but the restricted expressive
power of propositional languages severely limits their scope. Much closer to the
expressive power of FOL are the languages used@nc PROGRAMMING. Although
still allowing most kinds of knowledge to be expressed very naturally, logic program-
ming systems such as Prolog provide much more efficient reasoning and can work
with extremely large knowledge bases.

Reasoning systems must have content with which to reason. Researchers in knowl-
edge representation study methods for codifying and reasoning with particular kinds
of knowledge. For example, McCarthy (1963) proposedith@aTION CALCULUS as a
way to represent states of the world and the effects of actions within first-order logic.
Early versions of the situation calculus suffered from the infanfeasmE PROB
LEM—the apparent need to specify sentences in the knowledge base fomalhdfie
fects of actions. Some philosophers see the frame problem as evidence of the
impossibility of the formal, knowledge-based approach to Al, but simple technical
advances have resolved the original issues.

Situation calculus is perhaps the simplest formesfPORAL REASONING other for-
malisms have been developed that provide substantially more general frameworks for
handling time and extended events. Reasoning about knowledge itself is important par-
ticularly when dealing with other agents, and is usually handleddmaL LOGIC, an
extension of FOL. Other topics studied include reasoning about ownership and transac-
tions, reasoning about substances (as distinct from objects), and reasoning about physi-
cal representations of information. A geneagitology—literally, a description of
existence—ties all these areas together into a unified taxonomic hierarchy of catego-
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ries.FRAME-BASED SYSTEMSare often used to represent such hierarchies, and use spe-
cialized reasoning methods basedrdreritanceof properties in the hierarchy.

See alsaCONSTRAINT SATISFACTION, FRAME PROBLEM, FRAME-BASED SYSTEMS
GODEL'S THEOREMS GREEDY LOCAL SEARCH LOGIC PROGRAMMING, LOGICAL REA-
SONING SYSTEMS MODAL LOGIC; SITUATION CALCULUS; TEMPORAL REASONING

6 Logical Decision Making

An agent’s job is to makeecisionsthat is, to commit to particular actions. The con-
nection between logical reasoning and decision making is simple: the agent must con-
clude, based on its knowledge, that a certain action is best. In philosophy, this is
known aspractical reasoning There are many routes to such conclusions. The sim-
plest leads to a reactive system usingdition-action ruleof the form “If P then do

A.” Somewhat more complex reasoning is required when the agent has explicitly rep-
resentedyoals A goal “G” is a description of a desired state of affairs—for example,
one might have the goal “On vacation in the Seychelles. préaetical syllogismfirst
expounded by Aristotle, says that if G is a goal, and A achieves G, then A should be
done. Obviously, this rule is open to many objections: it does not specify which of
many eligible As should be done, nor does it account for possibly disastrous side-
effects of A. Nonetheless, it underlies most forms of decision making in the logical
context.

Often, there will be no single action A that achieves the goal G, but a solution may
exist in the form of @equencef actions. Finding such a sequence is caiRoBLEM
SOLVING, where the word “problem” refers to a task defined by a set of actions, an ini-
tial state, a goal, and a set of reachable states. Much of the early cognitive modeling
work of Newell and Simon (1972) focused on problem solving, which was seen as a
guintessentially intelligent activity. A great deal of research has been done on efficient
algorithms for problem solving in the areasH@fRISTIC SEARCHandGAME-PLAYING
SYSTEMS The “cognitive structure” of such systems is very simple, and problem-solv-
ing competence is often achieved by means of searching through huge numbers of
possibilities. For example, the Deep Blue chess program, which defeated human
world champion Gary Kasparov, often examined over a billion positions prior to each
move. Human competence is not thought to involve such computationsHssg
PSYCHOLOGY OF).

Most problem-solving algorithms treat the states of the world as atomic—that is,
the internal structure of the state representation is not accessible to the algorithm as it
considers the possible sequences of actions. This fails to take advantage of two very
important sources of power for intelligent systems: the abilifetmmposeomplex
problems into subproblems and the ability to identify relevant actions from explicit
goal descriptions. For example, an intelligent system should be able decompose the
goal “have groceries and a clean car” into the subgoals “have groceries” and “have a
clean car.” Furthermore, it should immediately consider buying groceries and washing
the car. Most search algorithms, on the other hand, may consider a variety of action
sequences—sitting down, standing up, going to sleep, and so on—before happening
on some actions that are relevant.

In principle, a logical reasoning system using McCarthy’s situation calculus can
generate the kinds of reasoning behaviors necessary for decomposing complex goals
and selecting relevant actions. For reasons of computational efficiency, however,
special-purposeLANNING systems have been developed, originating wittstimers
planner used by Shakey the Robot (Fikes and Nilsson 1971). Modern planners have
been applied to logistical problems that are, in some cases, too complex for humans
to handle effectively.

See alsaCHESS PSYCHOLOGY OF, GAME-PLAYING SYSTEMS HEURISTIC SEARCH
PLANNING; PROBLEM-SOLVING

7 Representation and Reasoning under Uncertainty

In many areas to which one might wish to apply knowledge-based systems, the avail-
able knowledge is far from definite. For example, a person who experiences recurrent
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headaches may suffer from migraines or a brain tumor. A logical reasoning system
can represent this sort of disjunctive information, but cannot represent or reason with
the belief that migraine is more likely explanation. Such reasoning is obviously
essential for diagnosis, and has turned out to be central for expert systems in almost
all areas. The theory gfrobability (see PROBABILITY, FOUNDATIONS OF) iS now

widely accepted as the basic calculus for reasoning under uncertainty (buz®ee

LoGIc for a complementary view). Questions remain as to whether it is a good model
for human reasoning (SE®ERSKY and PROBABILISTIC REASONING), but within Al

many of the computational and representational problems that deterred early research-
ers have been resolved. The adoption of a probabilistic approach has also created rich
connections with statistics and control theory.

Standard probability theory views the world as comprised of a set of interrelated
random variables the values of which are initially unknown. Knowledge comes in the
form of prior probability distributions over the possible assignments of values to sub-
sets of the random variables. Then, when evidence is obtained about the values of
some of the variables, inference algorithms can ipéesterior probabilities for the
remaining unknown variables. Early attempts to use probabilistic reasoning in Al
came up against complexity barriers very soon, because the number of probabilities
that make up the prior probability distribution can grow exponentially in the number
of variables considered.

Starting in the early 1980s, researchers in Al, decision analysis, and statistics
developed what are now known BSYESIAN NETWORKS (Pearl 1988). These net-
works give structure to probabilistic knowledge bases by expressiditional inde-
pendencerelationships among the variables. For example, given the actual
temperature, the temperature measurements of two thermometers are independent. In
this way, Bayesian networks capture our intuitive notions of the causal structure of
the domain of application. In most cases, the number of probabilities that must be
specified in a Bayesian network grows only linearly with the number of variables.
Such systems can therefore handle quite large problems, and applications are very
widespread. Moreover, methods exist lfearning Bayesian networks from raw data
(SeeBAYESIAN LEARNING), making them a natural bridge between the symbolic and
neural-network approaches to Al.

In earlier sections, we have stressed the importance of the distinction between
propositional and first-order languages. So far, probability theory has been limited to
essentially propositional representations; this prevents its application to the more
complex forms of cognition addressed by first-order methods. The attempt to unify
probability theory and first-order logic, two of the most fundamental developments in
the history of mathematics and philosophy, is among the more important topics in cur-
rent Al research.

See alS@AYESIAN LEARNING; BAYESIAN NETWORKS FUZZY LOGIC; PROBABILIS-

TIC REASONING PROBABILITY, FOUNDATIONS OF; TVERSKY, AMOS

8 Decision Making under Uncertainty

Just as logical reasoning is connected to action through goals, probabilistic reasoning
is connected to action througliilities, which describe an agent’'s preferences for
some states over others. It is a fundamental resultibffy THEORY (see als®ATIO-

NAL CHOICE THEORY) that an agent whose preferences obey certain rationality con-
straints, such as transitivity, can be modeled as possessitilitya function that
assigns a numerical value to each possible state. FurthemaaieNAL DECISION

MAKING consists of selecting an action to maximize the expected utility of outcome
states. An agent that makes rational decisions will, on average, do better than an agent
that does not—at least as far as satisfying its own preferences is concerned.

In addition to their fundamental contributions to utility theory, von Neumann and
Morgenstern (1944) also developeaME THEORY to handle the case where the envi-
ronment contains other agents, which must be modeled as independent utility maxi-
mizers. In some game-theoretic situations, it can be shown that optimal behavior must
berandomized Additional complexities arise when dealing with so-cadlequential
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decision problems, which are analogous to planning problems in the logical case.
DYNAMIC PROGRAMMING algorithms, developed in the field of operations research,
can generate optimal behavior for such problems. (See also the discussmr- of
FORCEMENTLEARNING in segment 12—Learning.)

In a sense, the theory of rational decision making provides a zeroth-order theory of
intelligence, because it provides an operational definition of what an@gginto do
in any situation. Virtually every problem an agent faces, including such problems as
how to gather information and how to update its beliefs given that information, can be
formulated within the theory and, in principle, solved. What the theory ignores is the
guestion of complexity, which we discuss in the final section of this introduction.

See alsSDYNAMIC PROGRAMMING, GAME THEORY; RATIONAL CHOICE THEORY;
RATIONAL DECISION MAKING ; REINFORCEMENTLEARNING; UTILITY THEORY

9 Learning

LEARNING has been a central aspect of Al from its earliest days. It is immediately
apparent that learning is a vital characteristic of any intelligent system that has to deal
with changing environments. Learning may also be the only way in which complex
and competent systems can be constructed—a proposal stated clearly by Turing
(1950), who devoted a quarter of his paper to the topic. Perhaps the first major public
success for Al was Arthur Samuel’s (1959) checker-playing system, which learned to
play checkers to a level far superior to its creator’s abilities and attracted substantial
television coverage. State-of-the-art systems in almost all areas of Al now use learn-
ing to avoid the need for the system designer to have to anticipate and provide knowl-
edge to handle every possible contingency. In some cases, for example speech
recognition, humans are simply incapable of providing the necessary knowledge accu-
rately.

The discipline of machine learning has become perhaps the largest subfield of Al
as well as a meeting point between Al and various other engineering disciplines con-
cerned with the design of autonomous, robust systems. An enormous variety of learn-
ing systems has been studied in the Al literature, but once superficial differences are
stripped away, there seem to be a few core principles at work. To reveal these princi-
ples it helps to classify a given learning system along a number of dimensions: (1) the
type of feedback available, (2) the component of the agent to be improved, (3) how
that component is represented, and (4) the role of prior knowledge. It is also important
to be aware that there is a tradeoff between learning and inference and different sys-
tems rely more on one than on the other.

The type of feedback available is perhaps the most useful categorizer of learning
algorithms. Broadly speaking, learning algorithms fall into the categoriespsir-
vised learningunsupervised learningndreinforcement learningSupervised learn-
ing algorithms (see, e.PECISION TREESandSUPERVISEDLEARNING IN MULTILAYER
NEURAL NETWORKS require that a target output is available for every input, an
assumption that is natural in some situations (e.g., categorization problems with
labeled data, imitation problems, and prediction problems, in which the present can be
used as a target for a prediction based on the past)IPERVISEDLEARNING algo-
rithms simply find structure in an ensemble of data, whether or not this structure is
useful for a particular classification or prediction (examples include clustering algo-
rithms, dimensionality-reducing algorithms, and algorithms that find independent
components)REINFORCEMENTLEARNING algorithms require an evaluation signal that
gives some measure of progress without necessarily providing an example of correct
behavior. Reinforcement learning research has had a particular focus on temporal
learning problems, in which the evaluation arrives after a sequence of responses.

The different components of an agent generally have different kinds of representa-
tional and inferential requirements. Sensory and motor systems must interface with
the physical world and therefore generally require continuous representations and
smooth input-output behavior. In such situations, neural networks have provided a
useful class of architectures, as have probabilistic systems suubD&si MARKOV
MODELS and Bayesian networks. The latter models also are generally characterized by
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a clear propositional semantics, and as such have been exploited for elementary cogni-
tive processing. Decision trees are also propositional systems that are appropriate for
simple cognitive tasks. There are variants of decision trees that utilize continuous rep-
resentations, and these have close links with neural networks, as well as variants of
decision trees that utilize relational machinery, making a connectionNeticTIVE

LOGIC PROGRAMMING. The latter class of architecture provides the full power of first-
order logic and the capability of learning complex symbolic theories.

Prior knowledge is an important component of essentially all modern learning
architectures, particularly so in architectures that involve expressive representations.
Indeed, the spirit of inductive logic programming is to use the power of logical infer-
ence to bootstrap background knowledge and to interpret new data in the light of that
knowledge. This approach is carried to what is perhaps its (logical) extreme in the
case OfEXPLANATION-BASED LEARNING (EBL), in which the system uses its current
theory toexplaina new observation, and extracts from that explanation a useful rule
for future use. EBL can be viewed as a form of generalized caching, also called
speedup learningASEBASED REASONINGAND ANALOGY provides an alternate route
to the same end through the solution of problems by reference to previous experience
instead of first principles.

Underlying all research on learning is a version of the general problevpu-

TION; in particular, on what basis can we expect that a system that performs well on
past “training” data should also perform well on future “test” data? The theory of
learning (SEECOMPUTATIONAL LEARNING THEORY andSTATISTICAL LEARNING THE-

ORY) attacks this problem by assuming that the data provided to a learner is obtained
from a fixed but unknown probability distribution. The theory yields a notisaot-

ple complexitywhich quantifies the amount of data that a learner must see in order to
expect—with high probability—to perform (nearly) as well in the future as in the past.
The theory also provides support for the intuitive notion of Ockham’s razor—the idea
that if a simple hypothesis performs as well as a complex hypothesis, one should pre-
fer the simple hypothesis (SBERSIMONY AND SIMPLICITY).

General ideas from probability theory in the form of Bayesian learning, as well as
related ideas fronNFORMATION THEORY in the form of theviNIMUM DESCRIPTION
LENGTH approach provide a link between learning theory and learning practice. In
particular, Bayesian learning, which views learning as the updating of probabilistic
beliefs in hypotheses given evidence, naturally embodies a form of Ockham’s razor.
Bayesian methods have been applied to neural networks, Bayesian networks, decision
trees, and many other learning architectures.

We have seen that learning has strong relationships to knowledge representation
and to the study of uncertainty. There are also important connections between learning
and search. In particular, most learning algorithms involve some form of search
through the hypothesis space to find hypotheses that are consistent (or nearly so) with
the data and with prior expectations. Standard heuristic search algorithms are often
invoked—either explicitly or implicitty—to perform this searcBvOLUTIONARY
COMPUTATION also treats learning as a search process, in which the “hypothesis” is an
entire agent, and learning takes place by “mutation” and “natural selection” of agents
that perform well (see alstRTIFICIAL LIFE). There are also interesting links between
learning and planning; in particular, it is possible to view reinforcement learning as a
form of “on-line” planning.

Finally, it is worth noting that learning has been a particularly successful branch of
Al research in terms of its applications to real-world problems in specific fields; see
for example the articles GPATTERN RECOGNITION AND FEEDFORWARDNETWORKS
STATISTICAL TECHNIQUESIN NATURAL LANGUAGE PROCESSING VISION AND LEARN-

ING, andROBOTICSAND LEARNING.
See alsOARTIFICIAL LIFE; CASE-BASED REASONING AND ANALOGY; COMPUTA-
TIONAL LEARNING THEORY; DECISION TREES EVOLUTIONARY COMPUTATION; HIDDEN
MARKOV MODELS; INDUCTION; INDUCTIVE LOGIC PROGRAMMING, INFORMATION THE-
ORY; MINIMUM DESCRIPTIONLENGTH; PARSIMONY AND SIMPLICITY; PATTERN RECOG
NITION AND FEEDFORWARD NETWORKS ROBOTICS AND LEARNING; STATISTICAL
LEARNING THEORY; STATISTICAL TECHNIQUESIN NATURAL LANGUAGE PROCESSING
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SUPERVISEDLEARNING IN MULTILAYER NEURAL NETWORKS UNSUPERVISEDLEARN-
ING; VISION AND LEARNING

10 Language

NATURAL LANGUAGE PROCESSING or NLP—the ability to perceive, understand, and
generate language—is an essential pasusfAN -COMPUTERINTERACTION as well as

the most obvious task to be solved in passing the Turing test. As with logical reason-
ing, Al researchers have benefited from a pre-existing intellectual tradition. The field
of linguistics (see alsQINGUISTICS, PHILOSOPHICAL ISSUES has produced formal
notions ofSYNTAX andSEMANTICS, the view of utterances apeech actsand very
careful philosophical analyses of the meanings of various constructs in natural lan-
guage. The field ofOMPUTATIONAL LINGUISTICS has grown up since the 1960s as a
fertile union of ideas from Al, cognitive science, and linguistics.

As soon as programs were written to process natural language, it became obvious
that the problem was much harder than had been anticipated. In the United States sub-
stantial effort was devoted to Russian-English translation from 1957 onward, but in
1966 a government report concluded that “there has been no machine translation of
general scientific text, and none is in immediate prospect.” SuccessfiHINE
TRANSLATION appeared to require amderstandingf the content of the text; the bar-
riers included massive ambiguity (both syntactic and semantic), a huge variety of
word senses, and the vast numbers of idiosyncratic ways of using words to convey
meanings. Overcoming these barriers seems to require the use of large amounts of
commonsense knowledge and the ability to reason with it—in other words, solving a
large fraction of the Al problem. For this reason, Robert Wilensky has described natu-
ral language processing as an “Al-complete” problem (seeMdSWLARITY AND
LANGUAGE).

Research in NLP has uncovered a great deal of new information about language.
There is a better appreciation of #r#ual syntax of natural language—as opposed to
the vastly oversimplified models that held sway before computational investigation
was possible. Several new familiesFrafRMAL GRAMMARS have been proposed as a
result. In the area of semantics, dozens of interesting phenomena have surfaced—for
example, the surprising range of semantic relationships in noun-noun pairs such as
“alligator shoes” and “baby shoes.” In the areaisCourRsEunderstanding, research-
ers have found that grammaticality is sometimes thrown out of the window, leading
some to propose that grammar itself is not a useful construct for NLP.

One consequence of the richness of natural language is that it is very difficult to
build by hand a system capable of handling anything close to the full range of phe-
nomena. Most systems constructed prior to the 1990s functioned only in predefined
and highly circumscribed domains. Stimulated in part by the availability of large
online text corpora, the use SFATISTICAL TECHNIQUESIN NATURAL LANGUAGE PRO-
CESSINGhas created something of a revolution. Instead of building complex grammars
by hand, these techniques train very large but very simple probabilistic grammars and
semantic models from millions of words of text. These techniques have reached the
point where they can be usefully applied to extract information from general newspa-
per articles.

Few researchers expect simple probability models to yield human-level under-
standing. On the other hand, the view of language entailed by this approach—that the
text is a form okvidencdrom which higher-level facts can be inferred by a process of
probabilistic inference—may prove crucial for further progress in NLP. A probabilis-
tic framework allows the smooth integration of the multiple “cues” required for NLP,
such as syntax, semantics, discourse conventions, and prior expectations.

In contrast to the general problem of natural language understanding, the problem
of SPEECHRECOGNITION IN MACHINES may be feasible without recourse to general
knowledge and reasoning capabilities. The statistical approach was taken much ear-
lier in the speech field, beginning in the mid-1970s. Together with improvements in
the signal processing methods used to extract acoustic features, this has led to steady
improvements in performance, to the point where commercial systems can handle
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dictated speech with over 95 percent accuracy. The combination of speech recogni-
tion andSPEECHSYNTHESIS(See alsOIATURAL LANGUAGE GENERATION) promises to
make interaction with computers much more natural for humans. Unfortunately,
accuracy rates for natural dialogue seldom exceed 75 percent; possibly, speech sys-
tems will have to rely on knowledge-based expectations and real understanding to
make further progress.

See als@COMPUTATIONAL LINGUISTICS; DISCOURSE FORMAL GRAMMARS; HUMAN -
COMPUTER INTERACTION; LINGUISTICS, PHILOSOPHICAL ISSUES MACHINE TRANSLA-
TION; MODULARITY AND LANGUAGE; NATURAL LANGUAGE GENERATION, NATURAL
LANGUAGE PROCESSING SEMANTICS, SPEECHRECOGNITION IN MACHINES; SPEECH
SYNTHESIS STATISTICAL TECHNIQUESIN NATURAL LANGUAGE PROCESSING SYNTAX

11 Vision

The study of vision presents a number of advantages—visual processing systems are
present across a wide variety of species, they are reasonably accessible experimentally
(psychophysically, neuropsychologically, and neurophysiologically), and a wide vari-
ety of artificial imaging systems are available that are sufficiently similar to their nat-
ural counterparts so as to make research in machine vision highly relevant to research
in natural vision. An integrated view of the problem has emerged, linking research in
COMPUTATIONAL VISION, which is concerned with the development of explicit theo-

ries of human and animal vision, WitlRCHINE VISION, which is concerned with the
development of an engineering science of vision.

Computational approaches to vision, including the influential theoretical frame-
work of MARR, generally involve a succession of processes that begin with localized
numeric operations on images (so-called early vision) and proceed toward the high-
level abstractions thought to be involvedBIECTRECOGNITION The current view is
that the interpretation of complex scenes involves inference in both the bottom-up and
top-down directions (see al$OP-DOWN PROCESSINGN VISION).

High-level object recognition is not the only purpose of vision. Representations at
intermediate levels can also be an end unto themselves, directly subserving control
processes of orienting, locomotion, reaching, and grasping. Visual analysis at all lev-
els can be viewed as a process of recovering aspects of the visual scene from its pro-
jection onto a 2-D image. Visual properties such as shapammRE behave in
lawful ways under the geometry of perspective projection, and understanding this
geometry has been a focus of research. Related geometrical issues have been studied
in STEREOAND MOTION PERCEPTION where the issue of finding correspondences
between multiple images also arises. In all of these cases, localized spatial and tempo-
ral cues are generally highly ambiguous with respect to the aspects of the scene from
which they arise, and algorithms that recover such aspects generally involve some
form of spatial or temporal integration.

It is also important to prevent integrative processes from wrongly smoothing across
discontinuities that correspond to visually meaningful boundaries. Thus, visual pro-
cessing also requires segmentation. Various algorithms have been studied for the seg-
mentation of image data. Again, an understanding of projective geometry has been a
guide for the development of such algorithms. Integration and segmentation are also
required at higher levels of visual processing, where more abstract principles (such as
those studied bYsESTALT PSYCHOLOGY, SEeGESTALT PERCEPTION are needed to
group visual elements.

Finally, in many cases the goal of visual processing is to detect or recognize objects
in the visual scene. A number of difficult issues arisa$wWAL OBJECTRECOGNITION
including the issue of what kinds of features should be used (2-D or 3-D, edge-based
or filter-based), how to deal with missing features (e.g., due to occlusion or shadows),
how to represent flexible objects (such as humans), and how to deal with variations in
pose and lighting. Methods based on learningy{sfON AND LEARNING) have played
an increasingly important role in addressing some of these issues.

See alsSaCOMPUTATIONAL VISION; GESTALT PERCEPTION GESTALT PSYCHOLOGY,

MARR, DAVID ; OBJECTRECOGNITION ANIMAL STUDIES OBJECTRECOGNITION HUMAN
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NEUROPSYCHOLOGY STEREOAND MOTION PERCEPTION TEXTURE, TOP-DOWN PRG-
CESSINGIN VISION; VISION AND LEARNING; VISUAL OBJECTRECOGNITION Al

12 Robotics

Robotics is the control of physical effectors to achieve physical tasks such as naviga-
tion and assembly of complex objects. Effectors include grippers and arms to perform
MANIPULATION AND GRASPINGand wheels and legs fRIOBILE ROBOTSandwALKING

AND RUNNING MACHINES.

The need to interact directly with a physical environment, which is generally only
partially known and partially controllable, brings certain issues to the fore in robotics
that are often skirted in other areas in Al. One important set of issues arises from the
fact that environments are generally dynamical systems, characterizable by a large
(perhaps infinite) collection of real-valued state variables, whose values are not gener-
ally directly observable by the robot (i.e., they are “hidden”). The presence of the
robot control algorithm itself as a feedback loop in the environment introduces addi-
tional dynamics. The robot designer must be concerned with the isstabibity in
such a situation. Achieving stability not only prevents disasters but it also simplifies
the dynamics, providing a degree of predictability that is essential for the success of
planning algorithms.

Stability is a key issue in manipulation and grasping, where the robot must impart a
distributed pattern of forces and torques to an object so as to maintain a desired posi-
tion and orientation in the presence of external disturbances (such as gravity).
Research has tended to focus on static stability (ignoring the dynamics of the grasped
object). Static stability is also of concern in the design of walking and running robots,
although rather more pertinent is the problem of dynamic stability, in which a moving
robot is stabilized by taking advantage of its inertial dynamics.

Another important set of issues in robotics has to do with uncertainty. Robots are
generally equipped with a limited set of sensors and these sensors are generally noisy
and inherently ambiguous. To a certain extent the issue is the same as that treated in
the preceding discussion of vision, and the solutions, involving algorithms for integra-
tion and smoothing, are often essentially the same. In robotics, however, the sensory
analysis is generally used to subserve a control law and the exigencies of feedback
control introduce new problems (CfONTROL THEORY). Processing time must be held
to a minimum and the system must focus on obtaining only that information needed
for control. These objectives can be difficult to meet, and recent research in robotics
has focused on minimizing the need for feedback, designing sequences of control
actions that are guaranteed to bring objects into desired positions and orientations
regardless of the initial conditions.

Uncertainty is due not only to noisy sensors and hidden states, but also to igno-
rance about the structure of the environment. Many robot systems actively model the
environment, using system identification techniques from control theory, as well as
more general supervised and unsupervised methods from machine learning. Special-
ized representations are often used to represent obstacles (“configuration space”) and
location in space (graphs and grids). Probabilistic approaches are often used to explic-
itly represent and manipulate uncertainty within these formalisms.

In classical robotic control methodology, the system attempts to recover as much of
the state of the environment as possible, operates on the internal representation of the
state using general planning and reasoning algorithms, and chooses a sequence of
control actions to implement the selected plan. The sheer complexity of designing this
kind of architecture has led researchers to investigate simpler architectures that make
do with minimal internal stat&8EHAVIOR-BASED ROBOTICS approaches the problem
via an interacting set of elemental processes called “behaviors,” each of which is a
simplified control law relating sensations and acti®ENFORCEMENTLEARNING has
provided algorithms that utilize simplified evaluation signals to guide a search for
improved laws; over time these algorithms approach the optimal plans that are derived
(with more computational effort) from explicit planning algorithms (seeoTICS
AND LEARNING).
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See alsoBEHAVIOR-BASED ROBOTICS CONTROL THEORY, MANIPULATION AND
GRASPING MOBILE ROBOTS REINFORCEMENTLEARNING; ROBOTICSAND LEARNING,
WALKING AND RUNNING MACHINES

13 Complexity, Rationality, and Intelligence

We have observed at several points in this introductiondb&PUTATIONAL COM-
PLEXITY is a major problem for intelligent agents. To the extent that they can be ana-
lyzed, most of the problems of perceiving, learning, reasoning, and decision making
are believed to have a worst-case complexity that is at least exponential in the size of
the problem description. Exponential complexity means that, for example, a problem
of size 100 would take 10 billion years to solve on the fastest available computers.
Given that humans face much larger problems than this all the time—we receive as
input several billion bytes of information every second—one wonders how we man-
age at all.

Of course, there are a number of mitigating factors: an intelligent agent must deal
largely with the typical case, not the worst case, and accumulated experience with
similar problems can greatly reduce the difficulty of new problems. The fact remains,
however, that humans cannot even come close to achieving perfectly rational behav-
ior—most of us do fairly poorly even on problems such as chess, whicinfinées-
imal subset of the real world. What, then, is the right thing for an agent to do, if it
cannot possibly compute the right thing to do?

In practical applications of Al, one possibility is to restrict the allowable set of
problems to those that are efficiently soluble. For example, deductive database sys-
tems use restricted subsets of logic that allow for polynomial-time inference. Such
research has given us a much deeper understanding of the sources of complexity in
reasoning, but does not seem directly applicable to the problem of general intelli-
gence. Somehow, we must face up to the inevitable compromises that must be made in
the quality of decisions that an intelligent agent can make. Descriptive theories of
such compromises—for example, Herbert Simon’s worksatisficing—appeared
soon after the development of formal theories of rationality. Normative theories of
BOUNDED RATIONALITY address the question at the end of the preceding paragraph by
examining what is achievable with fixed computational resources. One promising
approach is to devote some of those resourceETBREASONING (see alSMETA-
COGNITION), that is, reasoning about what reasoning to do. The techniqueiof-
NATION-BASED LEARNING (a formalization of the common psychological concept of
chunkingor knowledge compilatigrhelps an agent cope with complexity by caching
efficient solutions to common problems. Reinforcement learning methods enable an
agent to learn effective (if not perfect) behaviors in complex environments without the
need for extended problem-solving computations.

What is interesting about all these aspects of intelligence is that without the need
for effective use of limited computational resources, they make no sense. That is,
computational complexity may be responsible for many, perhaps most, of the aspects
of cognition that make intelligence an interesting subject of study. In contrast, the cog-
nitive structure of an infinitely powerful computational device could be very straight-
forward indeed.

See alSBBOUNDED RATIONALITY ; EXPLANATION-BASED LEARNING; METACOGNI-

TION; METAREASONING

14 Additional Sources

Early Al work is covered in Feigenbaum and Feldman’s (1988nputers and
Thought,Minsky’s (1968)Semantic Information Processirgnd theMachine Intelli-
genceseries edited by Donald Michie. A large number of influential papers are col-
lected inReadings in Artificial IntelligencéVebber and Nilsson 1981). Early papers
on neural networks are collectedNirurocomputingAnderson and Rosenfeld 1988).
The Encyclopedia of A{Shapiro 1992) contains survey articles on almost every topic
in Al. The four-volumeHandbook of Artificial Intelligenc€Barr and Feigenbaum
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1981) contains descriptions of almost every major Al system published before 1981.
Standard texts on Al includartificial Intelligence: A Modern Approac{Russell and
Norvig 1995) andArtificial Intelligence: A New Synthes{blilsson 1998). Historical
surveys include Kurzweil (1990) and Crevier (1993).

The most recent work appears in the proceedings of the major Al conferences: the
biennial International Joint Conference on Al (IJCAI); the annual National Confer-
ence on Al, more often known as AAAI after its sponsoring organization; and the
European Conference on Al (ECAI). The major journals for general Ahrdifecial
Intelligence,Computational Intelligencehe IEEETransactions on Pattern Analysis
and Machine Intelligenceand the electroniclournal of Artificial Intelligence
ResearchThere are also many journals devoted to specific areas, some of which are
listed in the relevant articles. The main professional societies for Al are the American
Association for Artificial Intelligence (AAAI), the ACM Special Interest Group in
Artificial Intelligence (SIGART), and the Society for Artificial Intelligence and Simu-
lation of Behaviour (AISB). AAAI'sAl Magazineand theSIGART Bulletincontain
many topical and tutorial articles as well as announcements of conferences and work-
shops.
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Linguistics and Language

Gennaro Chierchia

1 Language and Cognition

Why is the study of language central to cognition? The answer lies in the key proper-
ties of language as they manifest themselves in the way speakers use it. The best way
to get a sense of the centrality of language in understanding cognitive phenomena is
through some examples. In the rest of this introduction I illustrate some features of
language that display surprising regularities. Among the many ways in which an effi-
cient communication code could be designed, natural languages seem to choose quite
peculiar ones. The question is why. We consider some of the answers that modern
linguistics gives to this question, which lead us into a scenic (if necessarily brief) tour
of its main problematics. In particular, section 2 is devoted to language structure and
its main articulations. Section 3 is devoted to language use, its interplay with lan-
guage structure, and the various disciplines that deal with these matters. We then
close, in section 4, with a few short remarks on the place of linguistics within cogni-
tive science.

Languages are made of words. How many words do we know? This is something
that can be estimated quite accurately (see Pinker 1994: 149 ff.). To set a base line,
consider that Shakespeare in his works uses roughly 15,000 different words. One
would think that the vocabulary of, say, a high school student, is considerably poorer.
Instead, it turns out that a high school senior reliably understands roughly 45,000
words out of a lexicon of 88,500 unrelated words. It might be worth mentioning how
one arrives at this estimate. One samples randomly the target corpus of words and per-
forms simple comprehension tests on the sample. The results are then statistically pro-
jected to the whole corpus. Now, the size of the vocabulary of a high school senior
entails that from when the child starts learning words at a few months of age until the
age of eighteen, he or she must be learning roughly a word every hour and half when
awake. We are talking here of learning arbitrary associations of sound patterns with
meanings. Compare this with the effort it takes to learn an even short poem by heart,
or the names of a handful of basketball players. The contrast is striking. We get to
understand 45,000 words with incomparably less effort, to the point of not even being
aware of it. This makes no sense without the assumption that our mind must be espe-
cially equipped with something, a cognitive device of some sort, that makes us so suc-
cessful at the task of learning words. This cognitive device must be quite specialized
for such a task, as we are not as good at learning poems or the names of basketball
players (cfWORD MEANING, ACQUISITION OF)

The world of sounds that make up words is similarly complex. We all find the
sounds of our native language easy to distinguish. For example, to a native English
speaker the i-sounds in “leave” and “live” are clearly different. And unless that person
is in especially unfavorable conditions, he or she will not take one for the other. To a
native English speaker, the difficulty that an Italian learning English (as an adult)
encounters in mastering such distinctions looks a bit mysterious. Italians take revenge
when English speakers try to learn the contrast between wordddike ‘fate’ vs.

“fatto” ‘fact.” The only difference between them is that the t-sounfhito sounds to

the Italian speaker slightly longer or tenser, a contrast that is difficult for a speaker of
English to master. These observations are quite commonplace. The important point,
however, is that a child exposed to the speech souraisyddnguage picks them up
effortlessly. The clicks of Zulu (sounds similar to the “tsk-tsk” of disapproval) or the
implosive sounds of Sindhi, spoken in India and Pakistan (sounds produced by suck-
ing in air, rather than ejecting it—saBTICULATION) are not harder for the child to
acquire than the occlusives of English. Adults, in contrast, often fail to learn to pro-
duce sounds not in their native repertoire. Figuring out the banking laws or the foods
of a different culture is generally much easier. One would like to understand why.
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Behind its daily almost quaint appearance, language seems to host many remark-
able regularities of the sort just illustrated. Here is yet another example taken from a
different domain, that of pronouns amdAPHORA. Consider the following sentence:

(1) John promised Bill to wash him.

Any native speaker of English will agree that the pronoun “him” in (1) can refer to
“Bill” (the object—seeGRAMMATICAL RELATIONS), but there is no way it can refer to
“John” (the subject). If we want a pronoun that refers to “John” in a sentence like (1),
we have to use a reflexive:

(2) John promised Bill to wash himself.

The reflexive “himself” in (2) refers to “John.” It cannot refer to “Bill.” Compare now
(1) with (3):

(3) John persuaded Bill to wash him

Here “him” can refer to theubject but not to the object. If we want a pronoun to refer
to “Bill” we have to use

(4) John persuaded Bill to wash himself.

The reflexive “himself” in (4) must refer to the object. It cannot refer to the subject.
By comparing (1) and (2) with (3) and (4), we see that the way pronouns work with
verbs like “promise” appears to be the opposite of verbs like “persuade.” Yet the struc-
ture of these sentences appears to be identical. There must be a form of specialized,
unconscious knowledge we have that makes us say “Yes, ‘him’ can refer to the subject
in (1) but not in (3).” A very peculiar intuition we have grown to have.

What is common to these different aspects of language is the fact that our linguistic
behavior reveals striking and complex regularities. This is true throughout the lan-
guages of the worlds. In fact thgPoLOGY of the world's languages reveals signifi-
cant universal tendencies. For example, the patterns of word order are quite limited.
The most common basic orders of the major sentence constituents are subject-verb-
object (abbreviated as SVO) and SOV. Patterns in which the object precedes the sub-
ject are quite rare. Another language universal one might mention is that all languages
have ways of using clauses to modify nouns (as in “the boy that you just met,” where
the relative clause “that you just met” modifies the noun “boy”). Now structural prop-
erties of this sort are not only common to all known spoken languages but in fact can
be found even iISIGN LANGUAGES, that is, visual-gestural languages typically in use
in populations with impaired verbal abilities (e.g., the deaf). It seems plausible to
maintain that universal tendencies in language are grounded in the way we are; this
must be so for speaking is a cognitive capacity, that capacity in virtue of which we say
that we “know” our native language. We exercise such capacity in using language. A
term often used in this connection is “linguistic competence.” The way we put such
competence to use in interacting with our environment and with each other is called
“performance.”

The necessity to hypothesize a linguistic competence can be seen also from another
point of view. Language is a dynamic phenomenon, dynamic in many senses. It
changes across time and space (aNGUAGE VARIATION AND CHANGE). It varies
along social and gender dimensions (@f’NGUAGE AND GENDER LANGUAGE AND
CULTURE). It also varies in sometimes seemingly idiosyncratic ways from speaker to
speaker. Another important aspect of the dynamic character of language is the fact
that a speaker can produce and understand an indefinite number of sentences, while
having finite cognitive resources (memory, attention span, etc.). How is this possible?
We must assume that this happens by analogy with the way we, say, add two numbers
we have never added before. We can do it because we have mastered a combinatorial
device, amLGORITHM. But the algorithm for adding we have learned through explicit
training. The one for speaking appears to grow spontaneously in the child. Such an
algorithm is constitutive of our linguistic competence.

The fact that linguistic competence does not develop through explicit training can
be construed as an argument in favor of viewing it as a part of our genetic endowment
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(cf. INNATENESSOF LANGUAGE). This becomes all the more plausible if one considers
how specialized the knowledge of a language is and how quickly it develops in the
child. In a way, the child should be in a situation analogous to that of somebody who
is trying to break the mysteries of an unknown communication code. Such a code
could have in principle very different features from that of a human language. It might
lack a distinction between subjects and objects. Or it might lack the one between
nouns and verbs. Many languages of practical use (e.g., many programming lan-
guages) are designed just that way. The range of possible communication systems is
huge and highly differentiated. This is part of the reason why cracking a secret code is
very hard—as hard as learning an unfamiliar language as an adult. Yet the child does
it without effort and without formal training. This seems hard to make sense of with-
out assuming that, in some way, the child knows what to look for and knows what
properties of natural speech he or she should attend to in order to figure out its gram-
mar. This argument, based on the observation that language learning constitutes a spe-
cialized skill acquired quickly through minimal input, is known asAHO@ERTY OF

THE STIMULUS ARGUMENT. It suggests that linguistic competence is a relatively auton-
omous computational device that is part of the biological endowment of humans and
guides them through the acquisition of language. This is one of the planks of what has
come to be known aSENERATIVE GRAMMAR, a research program started in the late
1950s by Noam Chomsky, which has proven to be quite successful and influential.

It might be useful to contrast this view with another one that a priori might be
regarded as equally plausible (SE@NNECTIONIST APPROACHES TO LANGUAGE).
Humans seem to be endowed with a powerful all-purpose computational device that is
very good at extracting regularities from the environment. Given that, one might
hypothesize that language is learned the way we learn any kind of algorithm: through
trial and error. All that language learning amounts to is simply applying our high-level
computational apparatus to linguistic input. According to this view, the child acquires
language similarly to how she learns, say, doing division, the main difference being in
the nature of the input. Learning division is of course riddled with all sorts of mistakes
that the child goes through (typical ones involve keeping track of rests, misprocessing
partial results, etc.). Consider, in this connection, the pattern of pronominalization in
sentences (1) through (4). If we learn languages the way we learn division, the child
ought to make mistakes in figuring out what can act as the antecedent of a reflexive
and what cannot. In recent years there has been extensive empirical investigation of
the behavior of pronominal elements in child language E8€®NG THEORY; SYN-

TAX, ACQUISITION OF, SEMANTICS, ACQUISITION OF). And this was not what was
found. The evidence goes in the opposite direction. As soon as reflexives and nonre-
flexive pronouns make their appearance in the child’s speech, they appear to be used
in an adult-like manner (cf. Crain and McKee 1985; Chien and Wexler 1990; Grodzin-
sky and Reinhart 1993).

Many of the ideas we find in generative grammar have antecedents throughout the
history of thought (cf.LINGUISTICS, PHILOSOPHICAL ISSUEY. One finds important
debates on the “conventional” versus “natural” origins of language already among the
presocratic philosophers. And many ancient grammarians came up with quite sophisti-
cated analyses of key phenomena. For example the Indian grammarian Panini (fourth to
third century B.C.) proposed an analysis of argument structure in termEmATIC
ROLES (like agent, patientetc.), quite close in spirit to current proposals. The scientific
study of language had a great impulse in the nineteenth century, when the historical
links among the languages of the Indo-European family, at least in their general setup,
were unraveled. A further fundamental development in our century was the structuralist
approach, that is the attempt to characterize in explicit terms language structure as it
manifests itself in sound patterns and in distributional patterns. The structuralist move-
ment started out in Europe, thanksri@E sAUSSUREand the Prague School (which
included among it protagonists N. Trubeckoj andhkoBsoN and developed, then, in
somewhat different forms, in the United States through the warkeafOOMFIELD, E.

SAPIR, Z. Harris (who was Chomsky'’s teacher), and others. Structuralism, besides leav-
ing us with an accurate description of many important linguistic phenomena, consti-
tuted the breeding ground for a host of concepts (like “morpheme,” “phoneme,” etc.)
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that have been taken up and developed further within the generative tradition. It is
against this general background that recent developments should be assessed.

See alsS@ALGORITHM; ANAPHORA; ARTICULATION; BINDING THEORY; BLOOMFIELD,
LEONARD; CONNECTIONIST APPROACHES TO LANGUAGE; GENERATIVE GRAMMAR;
GRAMMATICAL RELATIONS, INNATENESS OF LANGUAGE; JAKOBSON ROMAN; LAN-
GUAGE AND CULTURE, LANGUAGE AND GENDER LANGUAGE VARIATION AND
CHANGE;, LINGUISTICS, PHILOSOPHICAL ISSUES POVERTY OF THE STIMULUS ARGU-
MENTS; SAPIR, EDWARD; SAUSSURE FERDINAND DE; SEMANTICS, ACQUISITION OF;

SIGN LANGUAGES; SYNTAX, ACQUISITION OF, THEMATIC ROLES TYPOLOGY; WORD
MEANING, ACQUISITION OF

2 Language Structure

Our linguistic competence is made up of several components (or “modulesdBee
ULARITY AND LANGUAGE) that reflect the various facets of language, going from
speech sounds to meaning. In this section we will review the main ones in a necessar-
ily highly abbreviated from. Language can be thought of @& ON and combinati-

orial apparatus. The lexicon is constituted by the inventory of words (or morphemes)
through which sentences and phrases are built up. The combinatorial apparatus is the
set of rules and principles that enable us to put words together in well-formed strings,
and to pronounce and interpret such strings. What we will see, as we go through the
main branches of linguistics, is how the combinatorial machinery operates throughout
the various components of grammar. Meanwhile, here is a rough road map of major
modules that deal with language structure.

MORPHOLOGY
word structure

[[quickapJ] IYaFlaDV

/N

PHONOLOGY SYNTAX
Grammar of speech soun Structure of phrases
bug + s /bugz/ John saw Eve

*saw Eve John

! §

PHONETICS SEMANTICS

Articulatory and Interpretation of linguistic signs
acoustic properties John saw Bilk

of speech Bill was seen by John

Tkwikli/

See alsQEXICON; MODULARITY AND LANGUAGE

Words and Sounds

We already saw that the number of words we know is quite remarkable. But what do
we mean by a “word”? Consider the verb “walk” and its past tense “walked.” Are
these two different words? And how about “walk” versus “walker”? We can clearly
detect some inner regular components to words like “walked” namely the stem “walk”
(which is identical to the infinitival form) and the ending “-ed,” which signals “past.”
These components are called “morphemes;” they constitute the smallest elements
with an identifiable meaning we can recognize in a word. The internal structure of
words is the object of the branch of linguistics knowmagPHOLOGY. Just like sen-
tences are formed by putting words together, so words themselves are formed by put-
ting together morphemes. Within the word, that is, as well as between words, we see a
combinatorial machinery at work. English has a fairly simple morphological structure.
Languages like Chinese have even greater morphological simplicity, while languages
like Turkish or Japanese have a very rich morphological StruGoLe'SYNTHETIC
LANGUAGES are perhaps the most extreme cases of morphological complexity. The
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following, for example, is a single word of Mohawk, a polysynthetic North American
Indian language (Baker 1996: 22):

(5) ni-mic-tomi-maka
first person-second person-money-give
‘I'll give you the money.’

Another aspect of morphology is compounding, which enables one to form complex
words by “glomming” them together. This strategy is quite productive in English, for
example blackboard, blackboard design, blackboard design sc¢tenad so on. Com-
pounds can be distinguished from phrases on the basis of a variety of converging crite-
ria. For example, the main stress on compounds like “blackboard” is on “black,” while
in the phrase “black board” it is on “board” (&fTRESS LINGUISTIC; METER AND
POETRY). Moreover syntax treats compounds as units that cannot be separated by syn-
tactic rules. Through morphological derivation and compounding the structure of the
lexicon becomes quite rich.

So what is a word? At one level, it is what is stored in our mental lexicon and has to
be memorized as such (a listeme). This is the sense in which we know 45,000 (unre-
lated) words. At another, it is what enters as a unit into syntactic processes. In this sec-
ond sense (but not in the first) “walk” and “walked” count as two words. Words are
formed by composing together smaller meaningful units (the morphemes) through spe-
cific rules and principles.

Morphemes are, in turn, constituted by sound units. Actually, speech forms a contin-
uum not immediately analyzable into discrete units. When exposed to an unfamiliar
language, we can not tell where, for example, the word boundaries are, and we have
difficulty in identifying the sounds that are not in our native inventory. Yet speakers
classify their speech sound stream into units, the phonemeseTicsstudies speech
sounds from an acoustic and articulatory point of view. Among other things, it provides
an alphabet to notate all of the sounds of the world’s languagesioLOGY studies
how the range of speech sounds are exploited by the grammars of different languages
and the universal laws of the grammar of sounds. For example, we know from phonet-
ics that back vowels (produced by lifting the rear of the tongue towards the palate) can
be rounded (as in “hot”) or unrounded (as in “but”) and that this is so also for front
vowels (produced by lifting the tongue toward the front of the vocal tact). The i-sound
in “feet” is a high, front, unrounded vowel; the sound of the corresponding German
word “fiisse” is also pronounced raising the tongue towards the front, but is rounded. If
a language has rounded front vowels it also has rounded back vowels. To illustrate, Ital-
ian has back rounded vowels, but lacks altogether unrounded back vowels. English has
both rounded and unrounded back vowels. Both English and Italian lack front rounded
vowels. German and French, in contrast, have them. But there is no language that has
in its sound inventory front rounded vowels without also having back rounded ones.
This is the form that constraints on possible systems of phonemes often take.

As noted in section 1, the type of sounds one finds in the world’s languages appear
to be very varied. Some languages may have relatively small sound inventories consti-
tuted by a dozen phonemes (as, for example, Polynesian); others have quite large ones
with about 140 units (Khoisan). And there are of course intermediate cases. One of the
most important linguistic discoveries of this century has been that all of the wide vari-
ety of phonemes we observe can be described in terms of a small universaiset of
TINCTIVE FEATURES (i.e., properties like “front,” “rounded,” “voiced,” etc.). For
example, /p/ and /b/ (bilabial stops) have the same feature composition except for the
fact that the former is voiceless (produced without vibration of the vocal cords) while
the latter is voiced. By the same token, the phoneme /k/, as in “bake,” and the final
sound of the German word “Bach” are alike, except in one feature. In the former the air
flux is completely interrupted (the sound istap by lifting the back of the tongue up
to the rear of the palate, while in the latter a small passage is left which results in a tur-
bulent continuous sound {ecative, notated in the phonetic alphabet as /x/). So all
phonemes can be analyzed as feature structures.

There is also evidence that features are not just a convenient way to classify pho-
nemes but are actually part of the implicit knowledge that speakers have of their
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language. One famous experiment that provides evidence of this kind has to do with
English plurals. In simplified terms, plurals are formed by adding a voiced alveolar
fricative /z/ after a voiced sound (e.g., fad[z]) and its voiceless counterpart /s/ after a
voiceless one (e.qg., fat[s]). This is a formagkimilation,a very common phonologi-

cal process (SERHONOLOGICAL RULES AND PROCESSES If a monolingual English
speaker is asked to form the plural of a word ending in a phoneme that is not part of
his or her native inventory and has never been encountered before, that speaker will
follow the rule just described; for example, the plural of the word “Bach” will be
[baxs] not [baxz]. This means that in forming the plural speakers are actually access-
ing the featural make up of the phonemes and analyzing phonemes into voiced verus
voiceless sets. They have not just memorized after which sounds /s/ goes and after
which /z/ goes (see Akmajian et al. 1990: chapter 3 and references therein).

Thus we see that even within sound units we find smaller elements, the distinctive
features, combined according to certain principles. Features, organized in phonemes,
are manipulated by rule systems. Phonemes are in turn structured into larger prosodic
constituents (SEBROSODYAND INTONATION), which constitute the domains over which
stress andoNE are determined. On the whole we see that the world of speech sounds is
extremely rich in structure and its study has reached a level of remarkable theoretical
sophistication (for recent important developments CS8@VALITY THEORY).

See alsS@ISTINCTIVE FEATURES METER AND POETRY, MORPHOLOGY; OPTIMALITY
THEORY; PHONETICS PHONOLOGICALRULES AND PROCESSESPHONOLOGY, POLYSYN-

THETIC LANGUAGES; PROSODYAND INTONATION; STRESS LINGUISTIC; TONE

Phrases

The area where we perhaps most clearly see the power of the combinatorial machin-
ery that operates in languagesieNTAX, the study of how words are composed into
phrases. In constructing sentences, we don't merely put words into certain sequences,
we actually build up a structure. Here is a simple illustration.

English is an SVO language, whose basic word order in simple sentences is the one
in (6a).

(6) a. Kim saw Lee
b. *saw Lee Kim b'. Ha visto Lee Kim (ltalian)
c. *Kim Lee saw c'. Kim-ga Lee-0 mita (Japanese)

Alternative orders, such as those in (6b—c), are ungrammatical in English. They are
grammatical in other languages; thus (6b’), the word-by-word Italian translation of

(6b), is grammatical in Italian; and so is (6¢'), the Japanese translation of (6¢). A pri-
ori, the words in (6a) could be put together in a number of different ways, which can

be represented by the following tree diagrams:

(7) a. S b. S c. S
N V N X N N X
I N AN
Kim saw Lee N V |\/ |N
|
Kim saw Lee Kim saw Lee

where: S = sentence, N = noun

The structure in (7a) simply says that “Kim,” “Lee,” and “saw” are put together all at
once and that one cannot recognize any subunit within the clause. Structure (7b) says
that there is a subunit within the clause constituted by the subject plus the verb; (7¢)
that the phrasing actually puts together the verb plus the object. The right analysis for
English turns out to be (7c), where the verb and the object form a unit, a constituent
called the verb phrase (VP), whose “center,” or, in technical terms, whose “head” is
the verb. Interestingly, such an analysis turns out to be right also for Japanese and Ital-
ian, and, it seems, universally. In all languages, the verb and the object form a unit.
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There are various ways of seeing that it must be so. A simple one is the following: lan-
guages have proforms that is elements that lack an inherent meaning and get their
semantic value from a linguistic antecedent (or, in some cases, the extralinguistic con-
text). Personal pronouns like “he” or “him” are a typical example:

(8) A tall boy came in. Paul greeted him warmly.

Here the antecedent of “him” is most naturally construed as “a tall boy”. “Him” is a
noun phrase (NP), that is, it has the same behavior as things like “Kim” or “a tall boy,”
which can act as its antecedent. Now English, as many other languages, also has pro-
forms that clearly stand for V+object sequences:

(9) Kim saw Lee. Mary swears that Paul did too

“Did” in (9) is understood as “saw Kim.” This means that the antecedent of “did” in
(9) is the verb+object sequence of the previous sentence. This makes sense if we
assume that such sequences form a unit, the VP (just like “a tall boy” forms an NP).

Notice that English does not have a proform that stands for the subject plus a tran-
sitive verb. There is no construction of the following sort:

(10) Kim saw Lee. Mary swears that PROed John too.
[meaning: “Mary swears th#&im saw John t00"]

The hypothetical element “PROed” would be an overt morpheme standing for a sub-
ject+transitive verb sequence. From a logical point of view, a verb+subject proform
doesn't look any more complex than a verb+object proform. From a practical point of
view, such a proform could be as useful and as effective for communication as the pro-
form “did.” Yet there is nothing like “PROed,” and not just in English. In no known
language does such a proform appear. This makes sense if we assume that proforms
must be constituents of some kind and that verb + object (in whatever order they
come) forms a constituent. If, instead, the structure of the clause were (7a) there
would be no reason to expect such asymmetry. And if the structure were (7b), we
would expect proforms such as “PROed" to be attested.

A particularly interesting case is constituted by VSO languages, such as Irish, Bre-
ton, and many African languages, etc. Here is an Irish example (Chung and McClos-
key 1987: 218):

(11) Niolan se bainne ariamh
Neg drink-PRES. he milk ever
He never drinks milk.

In this type of language the V surfaces next to the subject, separated from the object.
If simple linear adjacency is what counts, one might well expect to find in some lan-
guage of this form a verbal proform that stands for the verb plus the subject. Yet no
VSO language has such a proform. This peculiar insistence on banning a potentially
useful item even where one would expect it to be readily available can be understood
if we assume that VSO structures are obtained by moving the verbal head out of a
canonical VP as indicated in what follows:

(12) S

/\

\Y S

| N

olan NP VP
N

se V NP

| I
t bainne

The process through which (11) is derived is caledd MOVEMENT and is analo-
gous to what one observes in English alternations of the following kind:
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(13) a. Kim has seen Lee.
b. Has Kim seen Lee?

In English, yes-no questions are formed by fronting the auxiliary. This process that
applies in English to questions applies in Irish more generally, and is what yields the
main difference in basic word order between these languages (see Chung and
McCloskey 1987 for evidence and references).

Summing up, there is evidence that in sentences like (6a) the verb and the object are
tied together by an invisible knot. This abstract structure in constituents manifests itself
in a number of phenomena, of which we have discussed one: the existence of VP pro-
forms, in contrast with the absence of subject+verb proforms. The latter appears to be a
universal property of languages and constitutes evidence in favor of the universality of
the VP. Along the way, we have also seen how languages can vary and what mechanisms
can be responsible for such variations X¢éBAR THEORY). Generally speaking, words
are put together into larger phrases by a computational device that builds up structures on
the basis of relatively simple principles (like: “put a head next to its complement” or
“move a head to the front of the clause”). Aspects of this computational device are uni-
versal and are responsible for the general architecture that all languages share; others can
vary (in a limited way) and are responsible for the final form of particular languages.

There is converging evidence that confirms the psychological reality of constituent
structure, that is, the idea that speakers unconsciously assign a structure in constitu-
ents to sequences of words. A famous case that shows this is a series of experiments
known as the “click” experiments (cf. Fodor, Bever, and Garret 1974). In these exper-
iments, subjects were presented with a sentence through a headphone. At some stage
during this process a click sound was produced in the headphone and subjects were
then asked at which point of the presentation the click occurred. If the click occurred
at major constituent breaks (such as the one between the subject and the VP) the sub-
jects were accurate in recalling when it occurred. If, however, the click occurred
within a constituent, subjects would make systematic mistakes in recalling the event.
They would overwhelmingly displace the click to the closest constituent break. This
behavior would be hard to explain if constituent structure were not actually computed
by subjects in processing a sentence (see Clark and Clark 1977 for further discussion).

Thus, looking at the syntax of languages we discover a rich structure that reveals
fundamental properties of the computational device that the speaker must be endowed
with in order to be able to speak (and understand). There are significant disagreements
as to the specifics of how these computational devices are structured. Some frame-
works for syntactic analysis (e.gCATEGORIAL GRAMMAR; HEAD-DRIVEN PHRASE
STRUCTUREGRAMMAR; LEXICAL FUNCTIONAL GRAMMAR) emphasize the role of the
lexicon in driving syntactic computations. Others, lik&IMALISM , put their empha-
sis on the economical design of the principles governing how sentences are built up
(see als@mPTIMALITY THEORY). Other kinds of disagreement concern the choice of
primitives (e.g.RELATIONAL GRAMMAR andCOGNITIVE LINGUISTICS). In spite of the
liveliness of the debate and of the range of controversy, most, maybe all of these
frameworks share a lot. For one thing, key empirical generalizations and discoveries
can be translated from one framework to the next. For example, all frameworks
encode a notion of constituency and ways of fleshing out the notion of “relation at a
distance” (such as the one we have described above as head movement). All frame-
works assign to grammar a universal structural core and dimensions along which par-
ticular languages may vary. Finally, all major modern frameworks share certain basic
methodological tenets of formal explicitness, aimed at providing mathematical mod-
els of grammar (CFORMAL GRAMMARS).

See alsaCATEGORIAL GRAMMAR; COGNITIVE LINGUISTICS, FORMAL GRAMMARS;
HEAD-DRIVEN PHRASE STRUCTURE GRAMMAR; HEAD MOVEMENT; LEXICAL FUNC-

TIONAL GRAMMAR; MINIMALISM ; RELATIONAL GRAMMAR; SYNTAX; X-BAR THEORY

Interfaces

Syntax interacts directly with all other major components of grammar. First, it draws
from the lexicon the words to be put into phrases. The lexical properties of words (e.g.
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whether they are verbs or nouns, whether and how many complements they need, etc.)
will affect the kind of syntactic structures that a particular selection of words can enter
into. For example, a sentence like “John cries Bill” is ungrammatical because “cry” is
intransitive and takes no complement. Second, syntax feeds into phonology. At some
point of the syntactic derivation we get the words in the order that we want to pro-
nounce them. And third, syntax provides the input to semantic interpretation.

To illustrate these interfaces further, consider the following set of sentences:

(14) a. John ignores that Mary saw who.
b. John ignores who Mary saw t.
¢. who does John ignore that Mary saw t.

Here we have three kinds of interrogative structures. Sentence (14a) is not acceptable as
a genuine question. It is only acceptable as an “echo” question, for example in reaction
to an utterance of the form “John ignores that Mary saw so and so” where we do not
understand who “so and so” is. Sentence (14b) contains an embedded question. In it,
thewh-pronoun appears in place of the complementizer “that;” in other terms, in (14b),
the pronoun “who” has been dislocated to the beginning of the embedded clause and “t”
marks the site that it was moved from. Finally, sentence (14c), wittvifgronoun

moved to the beginning, constitutes a canonical matrix questionv{s®VEMENT).

Now, the interpretations of (14b) and (14c) can be given roughly as follows:

(15) a. John ignores (the answer to the question) for which x Mary saw X.
b. (tell me the answer to the question) for which x John ignores that Mary saw x.

The interpretations in (15) are quite close in form to the overt structures of (14b) and
(14c) respectively, while the “echo” question (14a) is interpreted roughly as (15b), mod-
ulo the special contexts to which it is limited. Thus it seems that the structure of English
(non-echo) questions reflects quite closely its interpretatibrpronouns are interpreted

as question-forming operators. To make sense of such operators we need to know their
scope (i.e., what is being asked). English marks the scope-gperators by putting

them at the beginning of the clause on which they operate: the embedded clause in (14b),
the matrix one in (14c). Now, it is quite telling to compare this with what happens in other
languages. A patrticularly interesting case is that of Chinese (see, in particular, Huang
1982; Cheng 1991) where there is no visidiemovement. Chinese only has the equiva-

lent of (14a) (Huang 1992).

(16) Zhangsan xian-zhidao [Lisi kanjian shei]
Zhangsan ignores [Lisi see who]

Sentence (16) in Chinese is ambiguous. It can either be interpreted as (15b) or as
(15c). One way of making sense of this situation is along the following €Mués.
pronouns must be assigned scope to be interpreted. One of the strategies that gram-
mar makes available is placing thé+pronoun at the beginning of the clause on
which it operates. English uses such a strategy overtly. Firstitveord is fronted,

then the result is fed to phonology (and hence pronounced) and to semantics (and
hence interpreted). In Chinese, instead, one feeds to phonology the base structure
(16); thenwh-movement applies, as a step toward the computation of meaning. This
gives rise to two abstract structures corresponding to (14b) and (14c) respectively:

(17) a. Zhangsan xian-zhidao shei [Lisi kanjian t]
b. shei Zhangsan xian-zhidao [Lisi kanjian t]

The structures in (17) are what is fed to semantic interpretation. The process just
sketched can be schematized as follows:

(18) John ignores [Mary saw who] Zhangsan ignores [Lisi saw who]
Phonology
John ignores who [Mary saw t] Zhangsan ignores who [Lisi saw t]
Phonolog

Semantics Semantics
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In rough terms, in Chinese one utters the sentence in its basic form (which is semanti-
cally ambiguous—segsMBIGUITY ) then one does scoping mentally. In English, one
first applies scoping (i.e., one marks what is being asked), then utters the result. This
way of looking at things enables us to see question formation in languages as diverse
as English and Chinese in terms of a uniform mechanism. The only difference lies in
the level at which scoping applies. Scope marking takes place overtly in English (i.e.,
before the chosen sequence of words is pronounced). In Chinese, by contrast, it takes
place covertly (i.e., after having pronounced the base form). This is why sentence (16)
is ambiguous in Chinese.

There are other elements that need to be assigned a scope in order to be interpreted.
A prime case is constituted by quantified NPs like “a student” or “every advisor” (see
QUANTIFIERS). Consider (19):

(19) Kim introduced a new student to every advisor.
This sentence has roughly the following two interpretations:

(20) a. There is a student such that Kim introduced him to every advisor.
b. Every advisor is such that Kim introduced a (possibly different) student to
him.

With the help of variables, these interpretation can also be expressed as follows:

(21) a. There is some new student y such that for every advisor x, Kim introduced y
to X.

b. For every advisor x, there is some new student y such that Kim introduced y
to X.

Now we have just seen that natural language marks scope in questions by overt or
covert movement. If we assume that this is the strategy generally made available to us
by grammar, then we are led to conclude that also in cases like (19) scope must be
marked via movement. That is, in order to interpret (19), we must determine the scope
of the quantifiers by putting them at the beginning of the clause they operate on. For
(19), this can be done in two ways:

(22) a. [a new studenevery advisqr] Kim introduced {to t ]]
b. [every advisgra new studepf Kim introduced tto § ]]

Both (22a) and (22b) are obtained out of (19). In (22a) we move “a new student” over
“every advisor.” In (22b) we do the opposite. These structures correspond to the inter-
pretations in (21a) and (21b), respectively. In a more standard logical notation, they
would be expressed as follows:

(23) a. [X; xj a new student]]l X; x; an advisor] [Kim introduces; %0 X; ]
b. [0 X X an advisor] [X; x; @ new student] [Kim introduces to X ]

So in the interpretation of sentences with quantified NPs, we apply scoping to such
NPs. Scoping of quantifiers in English is a covert movement, part of the mental com-
putation ofMEANING, much like scoping ofvh-words in Chinese. The result of scop-
ing (i.e., the structures in [22], which are isomorphic to [23]) is what gets semantically
interpreted and is callaebGICAL FORM.

What | just sketched in very rough terms constitutes one of several views currently
being pursued. Much work has been devoted to the study of scope phenomena, in sev-
eral frameworks. Such study has led to a considerable body of novel empirical general-
izations. Some important principles that govern the behavior of scope in natural
language have been identified (though we are far from a definitive understanding). Phe-
nomena related to scope play an important role adtREAX-SEMANTICS INTERFACE.

In particular, according to the hypothesis sketched previously, surface syntactic repre-
sentations are mapped onto an abstract syntactic structure as a first step toward being
interpreted. Such an abstract structure, logical form, provides an explicit representation
of scope, anaphoric links, and the relevant lexical information. These are all key factors
in determining meaning. The hypothesis of a logical form onto which syntactic struc-
ture is mapped fits well with the idea that we are endowed withN&UAGE OF
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THOUGHT, as our main medium for storing and retrieving information, reasoning, and
so on. The reason why this is so is fairly apparent. Empirical features of languages lead
linguists to detect the existence of a covert level of representation with the properties
that the proponents of the language of thought hypothesis have argued for on the basis
of independent considerations. It is highly tempting to speculate that logical form actu-
ally is the language of thought. This idea needs, of course, to be fleshed out much more.
| put it forth here in this “naive” form as an illustration of the potential of interaction
between linguistics and other disciplines that deal with cognition.

See alsAMBIGUITY ; LANGUAGE OF THOUGHT; LOGICAL FORM, ORIGINS OF; LOGI-
CAL FORM IN LINGUISTICS; MEANING; QUANTIFIERS, SYNTAX-SEMANTICS INTERFACE,
WH-MOVEMENT

Meaning

What is meaning? What is it to interpret a symbolic structure of some kind? This is
one of the hardest question across the whole history of thought and lies right at the
center of the study of cognition. The particular form it takes within the picture we
have so far is: How is logical form interpreted? A consideration that constrains the
range of possible answers to these questions is that our knowledge of meaning enables
us to interpret an indefinite number of sentences, including ones we have never
encountered before. To explain this we must assume, it seems, that the interpretation
procedure is compositional (SeeMPOSITIONALITY). Given the syntactic structure to

be interpreted, we start out by retrieving the meaning of words (or morphemes).
Because the core of the lexicon is finite, we can memorize and store the meaning of
the lexical entries. Then each mode of composing words together into phrases (i.e.,
each configuration in a syntactic analysis tree) corresponds to a mode of composing
meanings. Thus, cycling through syntactic structure we arrive eventually at the mean-
ing of the sentence. In general, meanings of complex structures are composed by put
ting together word (or morpheme) meanings through a finite set of semantic
operations that are systematically linked to syntactic configurations. This accounts, in
principle, for our capacity of understanding a potential infinity of sentences, in spite
of the limits of our cognitive capacities.

Figuring out what operations we use for putting together word meanings is one of
the main task a§EMANTICS. To address it, one must say what the output of such oper-
ations is. For example, what is it that we get when we compose the meaning of the NP
“Pavarotti” with the meaning of the VP “sings ‘La Boheme’ well”? More generally,
what is the meaning of complex phrases and, in particular, what is the meaning of
clauses? Although there is disagreement here (as on other important topics) on the
ultimate correct answer, there is agreement on what it is that such an answer must
afford us. In particular, to have the information that Pavarotti sings “La Boheme” well
is to have also the following kind of information:

(24) a. Someone sings “La Boheme” well.
b. Not everyone sings “La Boheme” poorly.
c. Itis not the case that nobody sings “La Boheme” well.

Barring performance errors or specific pathologies, we do not expect to find a compe-
tent speaker of English who sincerely affirms that Pavarotti sings “La Boheme” well
and simultaneously denies that someone does (or denies any of the sentences in [24]).
So sentence meaning must be something in virtue of which we can compute how the
information associated with the sentence in question is related to the information of
other sentences. Our knowledge of sentence meaning enables us to place sentences
within a complex network of semantic relationships with other sentences.

The relation between a sentence like “Pavarotti sings well” and “someone sings
well” (or any of the sentences in [24]), is called “entailment”. Its standard definition
involves the concept of truth: A sentence A entails a sentence B if and only if whenever
Ais true, then B must also be true. This means that if we understand under what condi-
tions a sentence is true, we also understand what its entailments are. Considerations
such as these have lead to a program of semantic analysis based on truth conditions.
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The task of the semantic component of grammar is viewed as that of recursively spell-
ing out the truth conditions of sentences (via their logical form). The truth conditions of
simple sentences like “Pavarotti sings” are given in terms of the reference of the words
involved (cf. REFERENCE THEORIES OF). Thus “Pavarotti sings” is true (in a certain
moment t) if Pavarotti is in fact the agent of an action of singing (at t). Truth conditions
of complex sentences (like “Pavarotti sings or Domingo sings”) involve figuring out the
contributions to truth conditions of words like “or.” According to this program, giving
the semantics of the logical form of natural language sentences is closely related to the
way we figure out the semantics of any logical system.

Entailment, though not the only kind of important semantic relation, is certainly at
the heart of a net of key phenomena. Consider for example the following pair:

(25) a. Atleast two students who read a book on linguistics by Chomsky were in the
audience.
b. At least two students who read a book by Chomsky were in the audience.

Clearly, (25a) entails (25b). It cannot be the case that (25a) is true while simultaneously
(25b) is false. We simply know this a priori. And it is perfectly general: if “at least two
As B” is the case and if the Cs form a superset of the As (as the books by Chomsky are
a superset of the books on linguistics by Chomsky), then “at least two Cs B” must also
be the case. This must be part of what “at least two” means. For “at most two” the
opposite is the case:

(26) a. At most two students who read a book on linguistics by Chomsky were in the
audience.
b. At most two students who read a book by Chomsky were in the audience.

Here, (26a) does not entail (26b). It can well be the case that no more than two stu-
dents read a book on linguistics by Chomsky, but more than two read books (on, say,
politics) by Chomsky. What happens is that (26b) entails (26a). That is, if (26b) is the
case, then (26a) cannot be false. Now there must be something in our head that
enables us to converge on these judgments. That something must be constitutive of
our knowledge of the meaning of the sentences in (25) and (26). Notice that our
entailment judgment need not be immediate. To see that in fact (26b) entails (26a)
requires some reflection. Yet any normal speaker of English will eventually converge
in judging that in any situation in which (26b) is true, (26a) has also got to be.

The relevance of entailment for natural language is one of the main discoveries of
modern semantics. | will illustrate it in what follows with one famous example, having
to do with the distributional properties of words like “any” (cf. Ladusaw 1979, 1992
and references therein). A word like “any” has two main uses. The first is exemplified
in (27a):

(27) a. You may pick any apple.
b. A:Can | talk to John oris he busy with students now?
c. B: No, wait. *He is talking to any student.
c'. B: No, wait. He is talking to every student.
c". B: Go ahead. He isn’t talking to any student right now.
The use exemplified by (27a) is called free choice “any.” It has a universal interpre-
tation: sentence (27a) says that for every apple x, you are allowed to pick x. This
kind of “any” seems to require a special modality of some kind (see e.g., Dayal 1998
and references therein). Such a requirement is brought out by the strangeness of sen-
tences like (27c) (the asterisk indicates deviance), which, in the context of (27b),
clearly describes an ongoing happening with no special modality attached. Free
choice “any” seems incompatible with a plain descriptive mode (and contrasts in this
with “every;” cf. [27c"]). The other use of “any” is illustrated by (27c"). Even though
this sentence, understood as a reply to (27b), reports on an ongoing happening, it is
perfectly grammatical. What seems to play a crucial role is the presence of negation.
Nonfree choice “any” seems to require a negative context of some kind and is there-
fore called anegative polarity itemit is part of a family of expressions that includes,
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for example, things like “ever” or “give a damn”;

(28) a. *John gives a damn about linguistics.
b. John doesn't give a damn about linguistics.
c. *For a long time John ever ate chicken.
d. For along time, John didn't ever eat chicken.

In English the free choice and the negative polarity senses of “any” are expressed by
the same morphemes. But in many languages (e.g., most Romance languages) they
are expressed by different words (for example, in Italian free choice “any” translates
as ‘gualunque, and negative polarity “any” translates adcund). Thus, while the
two senses might well be related, it is useful to keep them apart in investigating the
behavior of “any.” In what follows, we will concentrate on negative polarity “any”
(and thus the reader is asked to abstract away from imagining the following examples
in contexts that would make the free choice interpretation possible).

The main puzzle in the behavior of words like “any” is understanding what exactly
constitutes a “negative” context. Consider for example the following set of sentences:

(29) a. *Yesterday John read any book.
b. Yesterday John didn't read any book.
c. *A student who read any book by Chomsky will want to miss his talk.
d. No student who read any book by Chomsky will want to miss his talk.

In cases such as these, we can rely on morphology: we actually see there the negative
morpheme “no” or some of its morphological derivatives. But what about the follow-
ing cases?

(30) a. *At least two students who read any book by Chomsky were in the audience.
b. At most two students who read any book by Chomsky were in the audience.

In (30b), where “any” is acceptable, there is no negative morpheme or morphological
derivative thereof. This might prompt us to look for a different way of defining the
notion of negative context, maybe a semantic one. Here is a possibility: A logical
property of negation is that of licensing entailments from sets to their subsets. Con-
sider for example the days in which John read a book by Chomsky. They must be sub-
sets of the days in which he read. This is reflected in the fact that (31a) entails (31b):

(31) a. Itis not the case that yesterday John read a book.
b. Itis not the case that yesterday John read a book by Chomsky.

In (30) the entailment goes from a set (the set of days in which John read book) to its
subsets (e.g., the set of days in which John read a book by Chomsky). Now this seems
to be precisely what sentential negation, negative determiners like “no” and determin-
ers like “at most n” have in common: they all license inferences from sets to subsets
thereof. We have already seen that “at most” has precisely this property. To test
whether our hypothesis is indeed correct and fully general, we should find something
seemingly utterly “non-negative,” which, however, has the property of licensing
entailments from sets to subsets. The determiner “every” gives us what we need. Such
a determiner does not appear to be in any reasonable sense “negative,” yet, within a
noun phrase headed by “every,” the entailment clearly goes from sets to subsets:

(32) a. Every employee who smokes will be terminated.
b. Every employee who smokes cigars will be terminated.

If (32a) is true, then (32b) must also be. And the set of cigar smokers is clearly a sub-
set of the set of smokers. If “any” wants to be in an environment with these entailment
properties, then it should be grammatical within an NP headed by “every.” This is
indeed so:

(33) Every student who read any book by Chomsky will want to come to his talk.
So the principle governing the distribution of “any” seems to be:
(34) “any” must occur in a context that licenses entailments from sets to their subsets.
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Notice that within the VP in sentences like (32), the entailment to subsets does not
hold.

(35) a. Every employee smokes.
b. Every employee smokes cigars.

Sentence (35a) does not entail sentence (35b); in fact the opposite is the case. And
sure enough, within the VP “any” is not licensed (I give also a sentence with “at most
n” for contrast):

(36) a. *Every student came to any talk by Chomsky.
b. At most two students came to any talk by Chomsky.

Surely no one explicitly taught us these facts. No one taught us that “any” is accept-
able within an NP headed by “every,” but not within a VP of which an “every”-headed
NP is subject. Yet we come to have convergent intuitions on these matters. Again,
something in our mental endowment must be responsible for such judgments. What is
peculiar to the case at hand is that the overt distribution of a class of morphemes like
“any” appears to be sensitive to the entailment properties of their context. In particular,
it appears to be sensitive to a specific logical property, that of licensing inferences from
sets to subsets, which “no,” “at most n” and “every” share with sentential negation. It is
worth noting that most languages have negative polarity items and their properties tend
to be the same as “any,” with minimal variations (corresponding to degrees of
“strength” of negativity). This illustrates how there are specific architectural features of
grammar that cannot be accounted for without a semantic theory of entailment for nat-
ural language. And it is difficult to see how to build such a theory without resorting to
a compositional assignment of truth conditions to syntactic structures (or something
that enables to derive the same effects-exflaMiC SEMANTICS). The case of negative
polarity is by no means isolated. Many other phenomena could be used to illustrate this
point (e.g.FOCUS TENSEAND ASPECT). But the illustration just given will have to suf-
fice for our present purposes. It is an old idea that we understand each other because
our language, in spite of MGUENESS has a logic. Now this idea is no longer just an
intriguing hypothesis. The question on the table is no more whether this is true. The
guestion is what the exact syntactic and semantic properties of this logic are.

See als@OMPOSITIONALITY; DYNAMIC SEMANTICS, FOCUS REFERENCE THEORIES
OF; SEMANTICS, TENSEAND ASPECT, VAGUENESS

3 Language Use

Ultimately, the goal of a theory of language is to explain how language is used in con-
crete communicative situations. So far we have formulated the hypothesis that at the
basis of linguistic behavior there is a competence constituted by blocks of rules or sys-
tems of principles, responsible for sound structure, morphological structure, and so
on. Each block constitutes a majooduleof our linguistic competence, which can in

turn be articulated into further submodules. These rule systems are then put to use by
the speakers in speech acts. In doing so, the linguistic systems interact in complex
ways with other aspects of our cognitive apparatus as well as with features of the envi-
ronment. We now turn to a consideration of these dimensions.

Language in Context

The study of the interaction of grammar with ¢@NTEXT of use is calle@RAGMAT-

ICS. Pragmatics looks at sentences within both the extralinguistic situation and the
DISCOURSEoOf which it is part. For example, one aspect of pragmatics is the study of
INDEXICALS AND DEMONSTRATIVES (like “I,” “here,” “now,” etc.) whose meaning is
fixed by the grammar but whose reference varies with the context. Another important
area is the study afRESUPPOSITIONthat is, what is taken for granted in uttering a
sentence. Consider the difference between (37a) and (37b):

(37) a. John ate the cake.
b. Itis John that ate the cake.
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How do they differ? Sentence (37a) entails that someone ate a cake. Sentence (37b),
instead takes it for grantedhat someone did and asserts that that someone is John.
Thus, there are grammatical constructs such as clefting, exemplified in (37b), that
appear to be specially linked to presupposition. Just like we have systematic intuitions
about entailments, we do about presuppositions and how they are passed from simple
sentences to more complex ones.

Yet another aspect of pragmatics is the study of how we virtually always go beyond
what is literally said. In ordinary conversational exchanges, one and the same sen-
tence, for example, “the dog is outside,” can acquiréltmitionary forceof a com-
mand (“go get it"), of a request (“can you bring it in?”), of an insult (“you are a
servant; do your duty”), or can assume all sort of metaphorical or ironical colorings,
and so on, depending on what the situation is, what is known to the illocutionary
agents, and so on. A breakthrough in the study of these phenomena is due to the work
of P. GRICE. Grice put on solid grounds the commonsense distinction between literal
meaning, that is, the interpretation we assign to sentences in virtue of rules of gram-
mar and linguistic conventions, and what is conveyeithplicated as Grice puts it,
beyond the literal meaning. Grice developed a theomymfICATURE based on the
idea that in our use of grammar we are guided by certain general conversational norms
to which we spontaneously tend to conform. Such norms instruct us to be cooperative,
truthful, orderly, and relevant (CRELEVANCE AND RELEVANCE THEORY). These are
norms that can be ignored or even flouted. By exploiting both the norms and their vio-
lations systematically, thanks to the interaction of literal meaning and mutually shared
information present in the context, the speaker can put the hearer in the position of
inferring his communicative intentions (i.e., what is implicated). Some aspects of
pragmatics (e.g., the study of deixis or presupposition) appear to involve grammar-
specific rule systems, others, such as implicature, more general cognitive abilities. All
of them appear to be rule governed.

See alsaCONTEXT AND POINT OF VIEW; DISCOURSE GRICE, PAUL; IMPLICATURE;
INDEXICALS AND DEMONSTRATIVES PRAGMATICS, PRESUPPOSITIONRELEVANCE AND
RELEVANCE THEORY

Language in Flux

Use of language is an important factor in language variation. Certain forms of varia-
tion tend to be a constant and relatively stable part of our behavior. We all master a
number of registers and styles; often a plurality of grammatical nhorms are present in
the same speakers, as in the case of bilinguals. Such coexisting norms affect one
another in interesting ways (SeeDESWITCHING. These phenomena, as well as prag-
matically induced deviations from a given grammatical norm, can also result in actual
changes in the prevailing grammar. Speakers' creative uses can bring innovations
about that become part of grammar. On a larger scale, languages enter in contact
through a variety of historical events and social dynamics, again resulting in changes.
Some such changes come about in a relatively abrupt manner and involve simulta-
neously many aspects of grammar. A case often quoted in this connection is the great
vowel shift which radically changed the vowel space of English toward the end of the
Middle English period. The important point is that the dynamic of linguistic change
seems to take place within the boundaries of Universal Grammar as charted through
synchronic theory (CLINGUISTIC UNIVERSALS AND UNIVERSAL GRAMMAR). In fact, it

was precisely the discovery of the regularity of change (e.g., Grimm’s laws) that led to
the discovery of linguistic structure.

A particularly interesting vantage point on linguistic change is provided by the
study ofcCREOLES(Bickerton 1975, 1981). Unlike most languages that evolve from a
common ancestor (sometimes a hypothesized protolanguage, as in the case of the
Indoeuropean family), Creoles arise from communities of speakemamatshare a
native language. A typical situation is that of slaves or workers brought together by a
dominating group that develop an impoverished quasi-languggddia) in order to
communicate with one another. Such quasi-languages typically have a small vocabu-
lary drawn from several sources (the language of the dominating group or the native
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languages of the speakers), no fixed word order, no inflection. The process of cre-
olization takes place when such a language starts having its own native speakers, that
is, speakers born to the relevant groups that start using the quasi-language of their par-
ents as a native language. What typically happens is that all of a sudden the character-
istics of a full-blown natural language come into being (morphological markers for
agreement, case endings, modals, tense, grammaticized strategies for focusing, etc.).
This process, which in a few lucky cases has been documented, takes place very rap-
idly, perhaps even within a single generation. This has led Bickerton to formulate an
extremely interesting hypothesis, that of a “bioprogram,” that is, a species-specific
acquisition device, part of our genetic endowment, that supplies the necessary gram-
matical apparatus even when such an apparatus is not present in the input. This raises
the question of how such a bioprogram has evolved in our species, a topic that has
been at the center of much speculation (&BLUTION OF LANGUAGE). A much
debated issue is the extent to which language has evolved through natural selection, in
the ways complex organs like the eye have. Although not much is yet known or agreed
upon on this score, progress in the understanding of our cognitive abilities and of the
neurological basis of language is constant and is likely to lead to a better understand-
ing of language evolution (also through comparisons of the communication systems
of other species; se&lIMAL COMMUNICATION; PRIMATE LANGUAGE).

See alSOANIMAL COMMUNICATION; CODESWITCHING CREOLES EVOLUTION OF
LANGUAGE; LINGUISTIC UNIVERSALS AND UNIVERSAL GRAMMAR; PRIMATE LAN-
GUAGE

Language in the Mind

The cognitive turn in linguistics has brought together in a particularly fruitful manner
the study of grammar with the study of the psychological processes at its basis on the
one hand and the study of other forms of cognition on the G{8€CHOLINGUISTICS

deals with how language is acquired (FNGUAGE ACQUISITION) and processed in

its everyday uses (CNATURAL LANGUAGE PROCESSING SENTENCEPROCESSING. It

also deals with language pathology, suckhmsasiA and various kinds of develop-
mental impairments (S@ANGUAGE IMPAIRMENT, DEVELOPMENTAL).

With regard to acquisition, the available evidence points consistently in one direc-
tion. The kind of implicit knowledge at the basis of our linguistic behavior appears to
be fairly specialized. Among all the possible ways to communicate and all the possi-
ble structures that a system of signs can have, those that are actualized in the lan-
guages of the world appear to be fairly specific. Languages exploit only some of the
logically conceivable (and humanly possible) sound patterns, morphological mark-
ings, and syntactic and semantic devices. Here we could give just a taste of how
remarkable the properties of natural languages are. And it is not obvious how such
properties, so peculiar among possible semiotic systems, can be accounted for in
terms of, say, pragmatic effectiveness or social conventions or cultural inventiveness
(cf. SEMIOTICSAND COGNITION). In spite of this, the child masters the structures of her
language without apparent effort or explicit training, and on the basis of an often very
limited and impoverished input. This is clamorously so in the case of creolization, but
it applies to a significant degree also to “normal” learning. An extensive literature
documents this claim in all the relevant domains (8e8D MEANING, ACQUISITION
OF; PHONOLOGY, ACQUISITION OF; SYNTAX, ACQUISITION OF, SEMANTICS, ACQUISI-

TION OF). It appears that language “grows into the child,” to put it in Chomsky’s
terms; or that the child “invents” it, to put it in Pinker's words. These considerations
could not but set the debate iarivisM on a new and exciting standing. At the center

of intense investigations there is the hypothesis that a specialized form of knowledge,
Universal Grammar, is part of the genetic endowment of our species, and thus consti-
tutes the initial state for the language learner. The key to learning, then, consists in fix-
ing what Universal Grammar leaves open &&RAMETER SETTING APPROACHESTO
ACQUISITION, CREOLIZATION AND DIACHRONY). On the one hand, this involves setting

the parameters of variation, the “switches” made available by Universal Grammar. On
the other hand, it also involves exploiting, for various purposes such as segmenting the
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stream of sound into words, generalized statistical abilities that we also seem to have
(see Saffran, Aslin, and Newport 1996). The interesting problem is determining what
device we use in what domainIHARNING. The empirical investigation of child lan-
guage proceeds in interaction with the study of the formal conditions under which
acquisition is possible, which has also proven to be a useful tool in investigating these
issues (CfACQUISITION, FORMAL THEORIESOF).

Turning now to processing, planning a sentence, building it up, and uttering it
requires a remarkable amount of cognitive work (S@€UAGE PRODUCTION. The
same applies to going from the continuous stream of speech sounds (or, in the case of
sign languages, gestures) to syntactic structure and from there to meanhmpécf.
ODY AND INTONATION, PROCESSINGSSUES SPEECHPERCEPTION SPOKENWORD REG-
OGNITION; VISUAL WORD RECOGNITION). The measure of the difficulty of this task can
in part be seen by how partial our progress is in programming machines to accomplish
related tasks such as going from sounds to written words, or to analyze an actual text,
even on a limited scale (cEOMPUTATIONAL LINGUISTICS; COMPUTATIONAL LEXI-
CONS). The actual use of sentences in an integrated discourse is an extremely complex
set of phenomena. Although we are far from understanding it completely, significant
discoveries have been made in the last decades, also thanks to the advances in linguis-
tic theory. | will illustrate it with one well known issue in sentence processing.

As is well known, the recursive character of natural language syntax enables us to
construct sentences of indefinite length and complexity:

(38) a. The boy saw the dog.
b. The boy saw the dog that bit the cat.
c. The boy saw the dog that bit the cat that ate the mouse.
d. The boy saw the dog that bit the cat that ate the mouse that stole the cheese.

In sentence (38b), the object is modified by a relative clause. In (38c) the object of the
first relative clause is modified by another relative clause. And we can keep doing
that. The results are not particularly hard to process. Now, subjects can also be modi-
fied by relative clauses:

(39) The boy that the teacher called on saw the dog.
But try now modifying the subject of the relative clause. Here is what we get:
(40) The boy that the teacher that the principal hates called on saw the dog.

Sentence (40) is hard to grasp. It is formed through the same grammatical devices we
used in building (39). Yet the decrease in intelligibility from (39) to (40) is quite dra-
matic. Only after taking the time to look at it carefully can we see that (40) makes
sense. Adding a further layer of modification in the most embedded relative clause in
(40) would make it virtually impossible to process. So there is an asymmetry
between adding modifiers to the right (in English, the recursive side) and adding it to
the center of a clausegnter embeddirjg The phenomenon is very general. What
makes it particularly interesting is that the oddity, if it can be called such, of sen-
tences like (40) does not seem to be due to the violation of any known grammatical
constraint. It must be linked to how we parse sentences, that is, how we attach to
them a syntactic analysis as a prerequisite to semantic interpretation. Many theories
of sentence processing address this issue in interesting ways. The phenomenon of
center embedding illustrates well how related but autonomous devices (in this case,
the design of grammar vis a vis the architecture of the parser) interact in determining
our behavior.

See alsOACQUISITION, FORMAL THEORIES OF, APHASIA; COMPUTATIONAL LEXI-
CONS COMPUTATIONAL LINGUISTICS; LANGUAGE ACQUISITION; LANGUAGE PRODUG
TION, LEARNING; NATIVISM; NATURAL LANGUAGE PROCESSING PARAMETER-SETTING
APPROACHESTO ACQUISITION, CREOLIZATION, AND DIACHRONY; PHONOLOGY, ACQUI-
SITION OF, PROSODYAND INTONATION, PROCESSINGISSUES PSYCHOLINGUISTICS SE
MANTICS, ACQUISITION OF, SEMIOTICS AND COGNITION; SENTENCE PROCESSING
SPEECHPERCEPTION SPOKENWORD RECOGNITION SYNTAX, ACQUISITION OF; VISUAL
WORD RECOGNITION WORD MEANING, ACQUISITION OF
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4 Concluding Remarks

Language is important for many fairly obvious and widely known reasons. It can be
put to an enormous range of uses; it is the main tool through which our thought gets
expressed and our modes of reasoning become manifest. Its pathologies reveal impor-
tant aspects of the functioning of the brain (BNGUAGE, NEURAL BASIS OF); its use
in HUMAN-COMPUTER INTERACTION iS ever more a necessity (SPEECHRECOGNF
TION IN MACHINES; SPEECHSYNTHESIS. These are all well established motivations for
studying it. Yet, one of the most interesting things about language is in a way indepen-
dent of them. What makes the study of language particularly exciting is the identifica-
tion of regularities and the discovery of the laws that determine them. Often
unexpectedly, we detect in our behavior, in our linguistic judgments or through exper-
imentation, a pattern, a regularity. Typically, such regularities present themselves as
intricate, they concern exotic data that are hidden in remote corners of our linguistic
practice. Why do we have such solid intuitions about such exotic aspects of, say, the
functioning of pronouns or the distribution of negative polarity items? How can we
have acquired such intuitions? With luck, we discover that at the basis of these intrica-
cies there are some relative simple (if fairly abstract) principles. Because speaking is a
cognitive ability, whatever principles are responsible for the relevant pattern of behav-
ior must be somehow implemented or realized in our head. Hence, they must grow in
us, will be subject to pathologies, and so on. The cognitive turn in linguistics, through
the advent of the generative paradigm, has not thrown away traditional linguistic
inquiry. Linguists still collect and classify facts about the languages of the world, but
in a new spirit (with arguably fairly old roots)—that of seeking out the mental mecha-
nisms responsible for linguistic facts. Hypotheses on the nature of such mechanisms
in turn lead to new empirical discoveries, make us see things we had previously
missed, and so on through a new cycle. In full awareness of the limits of our current
knowledge and of the disputes that cross the field, it seems impossible to deny that
progress over the last 40 years has been quite remarkable. For one thing, we just know
more facts (facts not documented in traditional grammars) about more languages. For
another thing, the degree of theoretical sophistication is high, | believe higher than it
ever was. Not only for the degree of formalization (which, in a field traditionally so
prone to bad philosophizing, has its importance), but mainly for the interesting ways
in which arrays of complex properties get reduced to ultimately simple axioms.
Finally, the cross-disciplinary interaction on language is also a measure of the level
the field is at. Abstract modeling of linguistic structure leads quite directly to psycho-
logical experimentation and to neurophysiological study and vice versa (see, e.g.,
GRAMMAR, NEURAL BASIS OF; LEXICON, NEURAL BASIS OF; BILINGUALISM AND THE
BRAIN). As Chomsky puts it, language appears to be the first form of higher cognitive
capacity that is beginning to yield. We have barely begun to reap the fruits of this fact
for the study of cognition in general.

See alS@ILINGUALISM AND THE BRAIN; GRAMMAR, NEURAL BASIS OF, HUMAN -
COMPUTERINTERACTION; LANGUAGE, NEURAL BASIS OF; LEXICON, NEURAL BASIS
OF, SPEECHRECOGNITIONIN MACHINES; SPEECHSYNTHESIS
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Culture, Cognition, and
Evolution

Dan Sperber and Lawrence Hirschfeld

Most work in the cognitive sciences focuses on the manner in which an individual
device—be it a mind, a brain, or a computer—processes various kinds of information.
Cognitive psychology in particular is primarily concerned with individual thought and
behavior. Individuals however belong to populations. This is true in two quite differ-
ent senses. Individual organisms are members of species and share a genome and mos
phenotypic traits with the other members of the same species. Organisms essentially
have the cognitive capacities characteristic of their species, with relatively superficial
individual variations. In social species, individuals are also members of groups. An
important part of their cognitive activity is directed toward other members of the
group with whom they cooperate and compete. Among humans in particular, social
life is richly cultural. Sociality and culture are made possible by cognitive capacities,
contribute to the ontogenetic and phylogenetic development of these capacities, and
provide specific inputs to cognitive processes.

Although population-level phenomena influence the development and implementa-
tion of cognition at the individual level, relevant research on these phenomena has not
been systematically integrated within the cognitive sciences. In good part, this is due
to the fact that these issues are approached by scholars from a wide range of disci-
plines, working within quite different research traditions. To the extent that research-
ers rely on methodological and theoretical practices that are sometimes difficult to
harmonize (e.g., controlled laboratory versus naturalistic observations), the influence
of these insights across disciplines and traditions of research is often unduly limited,
even on scholars working on similar problems. Moreover, one of the basic notions that
should bring together these researchers, the very notion of culture, is developed in
radically different ways, and is, if anything, a source of profound disagreements.

The whole area reviewed in this chapter is fraught with polemics and misunder-
standings. No one can claim an ecumenical point of view or even a thorough compe-
tence. We try to be fair to the many traditions of research we consider and to highlight
those that seem to us most important or promising. We are very aware of the fact that
the whole area could be reviewed no less fairly but from a different vantage point,
yielding a significantly different picture. We hope, at least, to give some sense of the
relevance of the issues, of the difficulty involved in studying them, and of the creativity
of scholars who have attempted to do so.

To better appreciate the combined importance of work on population-level phe-
nomena, we sort relevant research into three categories:

1. Cognition in a comparative and evolutionary perspective
2. Culture in an evolutionary and cognitive perspective
3. Cognition in an ecological, social, and cultural perspective

1 Cognition in a Comparative and Evolutionary Perspective

Humans spontaneously attribute to nonhuman animals mental states similar to their
own, such as desires and beliefs. Nevertheless, it has been commonplace, grounded in
Western religion and philosophy, to think of humans as radically different from other
species, and as being unique in having a true mind and soul. Charles Darwin’s theory
of EVOLUTION based on natural selection challenged this classical dichotomy between
“man and beast.” In the controversies that erupted, anecdotal examples of animal intel-
ligence were used liyARWIN and his followers to question the discontinuity between
humans and other species. Since that time, the study of animal behavior has been pur-
sued by zoologists working on specific species and using more and more rigorous
methods of observation. However, until recently, and with some notable exceptions



CXii Culture, Cognition, and Evolution

such as the pioneering work of Wolfgang Kohler on chimpanzeesEsgaLT PSY-
CHOLOGY), zoological observation had little impact on psychology.

Psychologists too were influenced by Darwin and espoused, in an even more radi-
cal form, the idea that fundamentally there is no difference between the psychology of
humans and that of other animals. Drawing in particular on the work of Edward
Thorndike and Ivan Pavlov ortONDITIONING, behaviorists developed the view that a
single set of laws govemrEARNING in all animals. Whereas naturalists insisted that
animal psychology was richer and more human-like than was generally recognized,
behaviorist psychologists insisted that human psychology was poorer and much more
animal-like than we would like to believe. In this perspective, the psychology of cats,
rats, and pigeons was worth studying in order, not to understand better these individ-
ual species, but to discover universal psychological laws that apply to humans as well,
in particular laws of learningcOMPARATIVE PSYCHOLOGYdeveloped in this behavior-
istic tradition. It made significant contributions to the methodology of the experimen-
tal study of animal behavior, but it has come under heavy criticism for its neglect of
what is now calledECOLOGICAL VALIDITY and for its narrow focus on quantitative
rather than qualitative differences in performance across species. This lack of interest
in natural ecologies or species-specific psychological adaptations, in fact, is pro-
foundly anti-Darwinian.

For behaviorists, behavior is very much under the control of forces acting on the
organism from without, such as external stimulations, as opposed to internal forces
such as instincts. After 1940, biologically inspired students of animal behavior, under
the influence of Konrad Lorenz, Karl von Frisch, and Niko Tinbergen, and under the
label of ETHOLOGY, drew attention to the importance of instincts and species-specific
“fixed action patterns.” In the ongoing debate on innate versus acquired components
of behavior, they stressed the innate side in a way that stirred much controversy, espe-
cially when Lorenz, in his booldn Aggression1966), argued that humans have
strong innate dispositions to aggressive behavior. More innovatively, ethologists made
clear that instinct and learning are not to be thought of as antithetic forces: various
learning processes (such as “imprinting” or birds’ learning of songs) are guided by an
instinct to seek specific information in order to develop specific competencies.

By stressing the importance of species-specific psychological mechanisms, etholo-
gists have shown every species (not just humans) to be, to some interesting extent,
psychologically unique. This does not address the commonsense and philosophical
interest (linked to the issue of the rights of animals) in the commonalties between
human and other animals’ psyche. Do other animals think? How intelligent are they?
Do they have conscious experiences? Under the influence of Donald Griffin, research-
ers iINCOGNITIVE ETHOLOGY have tried to answer these questions (typically in the pos-
itive) by studying animals, preferably in their natural environment, through
observation complemented by experimentation. This has meant accepting some of
what more laboratory-oriented psychologists disparagingly call “anecdotal evidence”
and has led to methodological controversies.

Work onPRIMATE COGNITION has been of special importance for obvious reasons:
nonhuman primates are humans’ closest relatives. The search for similarities between
humans and other animals begins, quite appropriately, with apes and monkeys. More-
over, because these similarities are then linked to close phylogenetic relationships,
they help situate human cognition in its evolutionary context. This phylogenetic
approach has been popularized in works such as Desmond MohésNaked Ape.
There have been more scientifically important efforts to link work on apes and on
humans. For instance, the study of naive psychology in humans owes itgHabel,

ORY OF MIND, and part of its inspiration to Premack and Woodruff’s famous article
“Does the chimpanzee have a theory of mind?” (1978). As the long history of the
study of apes’ linguistic capacities illustrate, however, excessive focalization on conti-
nuities with the human case can, in the end, be counterproductiveR(SR&E LAN-
GUAGE). Primate psychology is rich and complex, and highly interesting in its own
right.

Different species rely to different degrees and in diverse ways on their psychologi-
cal capacities. Some types of behavior provide immediate evidence of highly special-
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ized cognitive and motor abilitie€CHOLOCATION found in bats and in marine
mammals is a striking example. A whole range of other examples of behavior based
on specialized abilities is provided by various formsaRfMAL COMMUNICATION.
Communicating animals use a great variety of behaviors (e.g., vocal sounds, electric
discharges, “dances,” facial expressions) that rely on diverse sensory modalities, as
signals conveying some informational content. These signals can be used altruistically
to inform, or selfishly to manipulate. Emitting, receiving, and interpreting these sig-
nals rely on species-specific abilities. Only in the human case has it been suggested—
in keeping with the notion of a radical dichotomy between humans and other ani-
mals—that the species’ general intelligence provides all the cognitive capacities
needed for verbal communication. This view of human linguistic competence has
been strongly challenged, under the influence of Noam Chomsky, by modern
approaches tbANGUAGE ACQUISITION.

Important aspects of animal psychology are manifested in social behavior. In
many mammals and birds, for instance, animals recognize one another individually
and have different types of interactions with different members of their group. These
relationships are determined not only by the memory of past interactions, but also by
kinship relations and hierarchical relationships within the group{S®eNANCE IN
ANIMAL SOCIAL GROUPS. All this presupposes the ability to discriminate individuals
and, more abstractly, types of social relationships. In the case of primates, it has been
hypothesized that their sophisticated cognitive processes are adaptations to their
social rather than their natural environment. TMYCHIAVELLIAN INTELLIGENCE
HYPOTHESIS so christened by Richard Byrne and Andrew Whiten (1988), offers an
explanation not only of primate intelligence, but also of their ability to enter into
strategic interactions with one another, an ability hyperdeveloped in humans, of
course.

Many social abilities have fairly obvious functions and it is unsurprising, from a
Darwinian point of view, that they should have evolved. (The adaptive vaigcofL
PLAY BEHAVIOR is less evident and has given rise to interesting debates.) On the other
hand, explaining the very existence of social life presents a major challenge to Dar-
winian theorizing, a challenge that has been at the center of important recent develop-
ments in evolutionary theory and in the relationship between the biological, the
psychological, and the social sciences.

Social life impliesSCOOPERATIONAND COMPETITION. Competition among organ-
isms plays a central role in classical Darwinism, and is therefore not at all puzzling;
but the very existence of cooperation is harder to accommodate in a Darwinian frame-
work. Of course, cooperation can be advantageous to the cooperators. Once coopera-
tion is established, however, it seems that it would invariably be even more
advantageous for any would-be cooperator to “defect,” be a “free-rider,” and benefit
from the cooperative behavior of others without incurring the cost of being coopera-
tive itself (a problem known iBAME THEORY andRATIONAL CHOICE THEORY as the
“prisoner’s dilemma”). Given this, it is surprising that cooperative behavior should
ever stabilize in the evolution of a population subject to natural selection.

The puzzle presented by the existence of various forms of cooperationror-

ISM in living species has been resolved by W. D. Hamilton's (1964) work on kin
selection and R. Trivers's (1971) work on reciprocal altruism. A gene for altruism
causing an individual to pay a cost, or even to sacrifice itself for the benefit of his kin
may thereby increase the number of copies of this gene in the next generation, not
through the descendents of the self-sacrificing individual (who may thereby lose its
chance of reproducing at all), but through the descendents of the altruist’s kin who are
likely to carry the very same gene. Even between unrelated individuals, ongoing
reciprocal behavior may not only be advantageous to both, but, under some condi-
tions, may be more advantageous than defecting. This may in particular be so if there
are cheater-detection mechanisms that make cheating a costly choice. It is thus possi-
ble to predict, in some cases with remarkable precision, under which circumstances
kin selection or reciprocal altruism are likely to evolve.

The study of such cases has been one of the achievemesasIoBIOLOGY. In
general sociobiologists aim at explaining behavior, and in particular social behavior,
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on the assumption that natural selection favors behaviors of an organism that tends to
maximize the reproductive success of its genes. Sociobiology, especially as
expounded in E. O. Wilson’s bo@ociobiology: The New Synthegl®75) and in his

On Human Naturg1978), has been the object of intense controversy. Although some
social scientists have espoused a sociobiological approach, the majority have
denounced the extension of sociobiological models to the study of human behavior as
reductionist and naive. Sociobiology has had less of an impact, whether positive or
negative, on the cognitive sciences. This can probably be explained by the fact that
sociobiologists relate behavior directly to biological fithess and are not primarily con-
cerned with the psychological mechanisms that govern behavior.

It is through the development BY¥OLUTIONARY PSYCHOLOGYthat, in recent years,
evolutionary theory has had an important impact on cognitive psychology (Barkow,
Cosmides, and Tooby 1992). Unlike sociobiology, evolutionary psychology focuses on
what Cosmides and Tooby (1987) have described as the “missing link” (missing, that
is, from sociobiological accounts) between genes and behavior, namely the mind. Evo-
lutionary psychologists view the mind as an organized set of mental devices, each hav-
ing evolved as an adaptation to some specific challenge presented by the ancestral
environment. There is, however, some confusion of labels, with some sociobiologists
now claiming evolutionary psychology as a subdiscipline or even describing them-
selves as evolutionary psychologists.

This perspective may help discover discrete mental mechanisms, the existence of
which is predicted by evolutionary considerations and may help explain the struc-
ture and function of known mental mechanisms. As an example of the first type of
contribution, the evolutionary psychology 8EXUAL ATTRACTION has produced
strong evidence of the existence of a special purpose adaptation for assessing the
attractiveness of potential mates that uses subtle cues such as facial symmetry and
waist-to-hips ratio (Symons 1979; Buss 1994). As an example of the second type of
contribution, Steven Pinker has arguedTime Language Instingf1994) that the
language faculty is an evolved adaptation, many aspects of which are best
explained in evolutionary terms. Both types of contribution have stirred intense
controversies.

Evolutionary psychology has important implications for the study of culture, sig-
nificantly different from those of sociobiology. Sociobiologists tend to assume that the
behaviors of humans in cultural environments are adaptive. They seek therefore to
demonstrate the adaptiveness of cultural patterns of behavior and see such demonstra-
tions as explanations of these cultural patterns. Evolutionary psychologists, on the
other hand, consider that evolved adaptations, though of course adaptive in the ances-
tral environment in which they evolved, need not be equally adaptive in a later cultural
environment. Slowly evolving adaptations may have neutral or even maladaptive
behavioral effects in a rapidly changing cultural environment.

For instance, the evolved disposition to automatically pay attention to sudden loud
noises was of adaptive value in the ancestral environment where such noises were rare
and very often a sign of danger. This disposition has become a source of distraction,
annoyance, and even pathology in a modern urban environment where such noises are
extremely common, but a reliable sign of danger only in specific circumstances, such
as when crossing a street. This disposition to pay attention to sudden loud noises is
also culturally exploited in a way that is unlikely to significantly affect biological fit-
ness, as when gongs, bells, or hand-clapping are used as conventional signals, or when
musicians derive special effect from percussion instruments. Such nonadaptive effects
of evolved adaptations may be of great cultural significance.

See alSA\LTRUISM; ANIMAL COMMUNICATION; COGNITIVE ETHOLOGY; COMPARA-

TIVE PSYCHOLOGY, CONDITIONING; COOPERATION AND COMPETITION, DARWIN,
CHARLES, DOMINANCE IN ANIMAL SOCIAL GROUPS ECHOLOCATION, ECOLOGICAL
VALIDITY ; ETHOLOGY; EVOLUTION; EVOLUTIONARY PSYCHOLOGY, GAME THEORY;
GESTALT PSYCHOLOGY, LANGUAGE ACQUISITION; LEARNING; MACHIAVELLIAN INTEL-
LIGENCE HYPOTHESIS PRIMATE COGNITION; PRIMATE LANGUAGE; RATIONAL CHOICE
THEORY; SEXUAL ATTRACTION, EVOLUTIONARY PSYCHOLOGY OF, SOCIAL PLAY
BEHAVIOR; SOCIOBIOLOGY
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2 Culture in an Evolutionary and Cognitive Perspective

There are many species of social animals. In some of these species, social groups may
share and maintain behaviorally transmitted information over generations. Examples
of this are songs specific to local populations of some bird species or nut-cracking
techniques among West African chimpanzees. Such populations can be said to have a
“culture,” even if in a very rudimentary form. Among human ancestors, the archaeo-
logical record shows the existence of tools from which the existence of a rudimentary
technical culture can be inferred, for some two million years {s€eBNOLOGY AND

HUMAN EVOLUTION), but the existence of complex cultures with eh TURAL SYM-

BOLISM manifested through ritual and art is well evidenced only in the last 40,000
years.COGNITIVE ARCHAEOLOGY aims in particular at explaining this sudden explo-

sion of culture and at relating it to its cognitive causes and effects.

The study of culture is of relevance to cognitive science for two major reasons. The
first is that the very existence of culture, for an essential part, is both an effect and a
manifestation of human cognitive abilities. The second reason is that the human soci-
eties of today culturally frame every aspect of human life, and, in particular, of cogni-
tive activity. This is true of all societies studied by anthropologists, from New Guinea
to Silicon Valley. Human cognition takes place in a social and cultural context. It uses
tools provided by culture: words, concepts, beliefs, books, microscopes and comput-
ers. Moreover, a great deal of cognition is about social and cultural phenomena.

Thus two possible perspectives, a cognitive perspective on culture and a cultural
perspective on cognition, are both legitimate and should be complementary. Too often,
however, these two perspectives are adopted by scholars with different training, very
different theoretical commitments, and therefore a limited willingness and ability to
interact fruitfully. In this section, we engage the first, cognitive perspective on culture
and in the next the second, cultural perspective on cognition, trying to highlight both
the difficulties and opportunities for greater integration.

Let us first underscore two points of general agreement: the recognition of cultural
variety, and that of “psychic unity.” The existence of extraordinary cultural variety,
well documented by historians and ethnographers, is universally acknowledged. The
full extent of this variety is more contentious. For instance, although some would deny
the very existence of interestimgyMAN UNIVERSALS in matters cultural, others have
worked at documenting them in detail (Brown 1991). Until the early twentieth cen-
tury, this cultural variation was often attributed to supposed biological variation
among human populations. Coupled with the idea of progress, this yielded the view
that, as biological endowment progressed, so did cultural endowment, and that some
populations (typically Christian whites) were biologically and culturally superior.
This view was never universally embraced. Adolf Bastian and Edward Tylor, two of
the founders of anthropology in the nineteenth century, insisted on the “psychic unity”
of humankind FRANZ BOAS, one of the founders of American anthropology, in a reso-
lute challenge to scientific racism, argued that human cultural variations are learned
and not inherited. Today, with a few undistinguished exceptions, it is generally agreed
among cognitive and social scientists that cultural variation is the effect, not of biolog-
ical variation, but of a common biological, and more specifically cognitive endow-
ment that, given different historical and ecological conditions, makes this variability
possible.

No one doubts that the biologically evolved capacities of humans play a role in
their social and cultural life. For instance, humans are omnivorous and, sure enough,
their diet varies greatly, both within and across cultures. Or to take another example,
humans have poorly developed skills for tree climbing, and, not surprisingly, few
human communities are tree-dwelling. But what are the hurognitive capacities
actually relevant to understanding cultural variability and other social phenomena,
and in which manner are they relevant?

In the social sciences, it has long been a standard assumption that human learning
abilities are general and can be applied in the same way to any empirical domain, and
that reasoning abilities are equally general and can be brought to bear on any problem,
whatever its content. The human mind, so conceived, is viewed as the basis for an
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extra somatic adaptation—culture—that has fundamentally changed the relationship
between humans and their environment. Culture permits humans to transcend physical
and cognitive limitations through the development and use of acquired skills and arti-
facts. Thus, humans can fly, scale trees, echolocate, and perform advanced mathemat-
ical calculus despite the fact that humans are not equipped with wings, claws, natural
sonars, or advanced calculus abilities. Cultural adaptations trump cognitive ones in the
sense that cultural skills and artifacts can achieve outcomes unpredicted by human
cognitive architecture.

Many social scientists have concluded from this that psychology is essentially irrel-
evant to the social sciences and to the study of culture in particular. It is, however, pos-
sible to think of the mind as a relatively homogeneous general-purpose intelligence,
and still attribute to it some interesting role in the shaping of culture. For instance,
Lucien Lévy-Bruhl assumed that there was a primitive mentality obeying specific
intellectual laws and shaping religious and magical belBONISLAW MALINOWSKI
sought to explain such beliefs, and culture in general, as a response to biological and
psychological needsCLAUDE LEVI-STRAUSS explicitly tried to explain culture in
terms of the structure of the human mind. He developed the idea that simple cognitive
dispositions such as a preference for hierarchical classifications or for binary opposi-
tions played an important role in shaping complex social systems such as kinship and
complex cultural representations such as myth.

Most research done under the laliGNITIVE ANTHROPOLOGY (reviewed in
D’Andrade 1995) accepts the idea that the human mind applies the same categoriza-
tion and inference procedures to all cognitive domains. Early work in this field con-
centrated on classification and drew its conceptual tools more from semantics and
semiotics (SeSEMIOTICSAND COGNITION) than from a cognitive psychology (which,
at the time, was in its infancy). More recently, building on Shank and Abelson’s idea
of scripts, cognitive anthropologists have begun to propose that larger knowledge
structures—"cultural schema” or “cultural models”™—guide action and belief, in part
by activating other related culturetHEMATA or models, and as a whole encapsulate
tenets of cultural belief. Some of this work has drawn on recent woFlGORATIVE
LANGUAGE, in particular, onMETAPHOR (Lakoff and Johnson 1980; Lakoff 1987;
Lakoff and Turner 1989) and has focused on cultural models structured in metaphori-
cal terms (Se®IETAPHOR AND CULTURE).

In an extended analysis, Quinn (1987), for instance, identifies a number of inter-
connecting metaphors for marriage in contemporary North America: marriage is
enduring, marriage is mutually beneficial, marriage is unknown at the outset, marriage
is difficult, marriage is effortful, marriage is joint, marriage may succeed or fail, mar-
riage is risky. These conjoined metaphors—which together constitute a cultural
model—in turn contain within them assumptions derived from models of other every-
day domains: the folk physics of difficult activities, the folk social psychology of vol-
untary relationships, the folk theory of probability, and the folk psychology of human
needs. Through this embedding, cultural schema or models provide a continuity and
coherency in a given culture’s systems of belief. Schema- and model-based analyses
are intended to bridge psychological representations and cultural representations.
They also provide a basis for relatimgTIVATION AND CULTURE. Not surprisingly,
CONNECTIONISM seen as a way to model the mind without attributing to it much inter-
nal structure, is now popular in this tradition of cognitive anthropology (Strauss and
Quinn 1998).

Still, it is possible to acknowledge that culture has made the human condition pro-
foundly different from that of any other animal species, and yet to question the image
of the human mind as a general-purpose learning and problem-solving device. It is
possible also to acknowledge the richness and diversity of human culture and yet to
doubt that the role of human-evolved cognitive capacities has been merely to enable
the development of culture and possibly shape the form of cultural representations,
without exerting any influence on their contents. It is possible, in other terms, to rec-
oncile the social sciences’ awareness of the importance of culture with the cognitive
sciences’ growing awareness of the biological grounded complexity of the human
mind.
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For example, cognitive scientists have increasingly challenged the image of the
human mind as essentially a general intelligence. Arguments and evidence from evo-
lutionary theory, developmental psychology, linguistics, and one approach in cogni-
tive anthropology render plausible a different picture. It is being argued that many
human cognitive abilities are not domain-general but specialized to handle specific
tasks or domains. This approach (described either under the rubId©OfARITY oF
DOMAIN SPECIFICITY) seeks to investigate the nature and scope of these specific abili-
ties, their evolutionary origin, their role in cognitive development, and their effect on
culture.

The most important domain-specific abilities are evolved adaptations and are at
work in every culture, though often with different effects. Some other domain-specific
abilities are cases of socially developed, painstakingly acqakegaRTISE such as
chess (seeHESS PSYCHOLOGYOF), that is specific to some cultures. The relationship
between evolved adaptations and acquired expertise has not been much studied but is
of great interest, in particular for the articulation of the cognitive and the cultural per-
spective. For instance, writing—which is so important to cognitive and cultural devel-
opment (SE&RITING SYSTEMSandLITERACY)—is a form of expertise, although it has
become so common that we may not immediately think of it as such. It would be of
the utmost interest to find out to what extent this expertise is grounded in specific psy-
chomotor evolved adaptations.

The first domain-specific mechanisms to be acknowledged in the cognitive litera-
ture were input modules and submodules (see Fodor 1982). Typical examples are
linked to specific perceptual modality. They include devices that detect edges, sur-
faces, and whole objects in processing visual information; face recognition devices;
and speech parsing devices; abilities to link specific outcomes (such as nausea and
vomiting but not electric shock) to specific stimuli (such as eating but not light)
through rapid, often single trial, learning.

More recently, there has been a growing body of evidence suggesting that central
(i.e., conceptual) mechanisms, as well as input-output processes, may be domain-
specific. It has been argued, for instance, that the ability to interpret human action in
terms of beliefs and desires is governed by a naive psychology, a domain-specific
ability, often referred to a3HEORY OF MIND; that the capacity to partition and
explain living things in terms of biological principles like growth, inheritance, and
bodily function is similarly governed by ROLK BIOLOGY; and that the capacity to
form consistent predictions about the integrity and movements of inert objects is gov-
erned by avAIVE PHYSICS These devices are described as providing the basis for
competencies that children use to think about complex phenomena in a coherent
manner using abstract causal principles. Cultural competencies in these domains are
seen as grounded in these genetically determined domain-specific dispositions,
though they may involve some degreecONCEPTUAL CHANGE.

The study of folk biology provides a good example of how different views of the
mind yield different accounts of cultural knowledge. A great deal of work in classical
cognitive anthropology has been devoted to the study of folk classification of plants
and animals (Berlin, Breedlove, and Raven 1973; Berlin 1992; Ellen 1993). This work
assumed that the difference in organization between these biological classifications
and classifications of say, artifacts or kinship relations had to do with differences in
the objects classified and that otherwise the mind approached these domains in
exactly the same way. Scott Atran’s (1990) cognitive anthropological work, drawing
on developmental work such as that of Keil (1979), developed the view that folk-
biological knowledge was based on a domain-specific approach to living things char-
acterized by specific patterns @ATEGORIZATION and inference. This yields testable
predictions regarding both the acquisition pattern and the cultural variability of folk
biology. It predicts, for instance, that from the start (rather than through a lengthy
learning process) children will classify animals and artifacts in quite different ways,
will reason about them quite differently, and will do so in similar ways across cul-
tures. Many of these predictions seem to be borne out (see Medin and Atran 1999).

Generally, each domain-specific competence represents a knowledge structure that
identifies and interprets a class of phenomena assumed to share certain properties and
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hence be of a distinct and general type. Each such knowledge structure provides the
basis for a stable response to a set of recurring and complex cognitive or practical
challenges. These responses involve largely unconscious dedicated perceptual,
retrieval, and inferential processes. Evolutionary psychology interprets these domain-
specific competencies as evolved adaptations to specific problems faced by our ances-
tral populations.

At first, there might seem to be a tension between the recognition of these evolved
domain-specific competencies and the recognition of cultural variety. Genetically
determined adaptations seem to imply a level of rigidity in cognitive performance that
is contradicted by the extraordinary diversity of human achievements. In some
domain, a relative degree of rigidity may exist. For example, the spontaneous expecta-
tions of not only infants but also adults about the unity, boundaries, and persistence of
physical objects may be based on a rather rigid naive physics. It is highly probable
that these expectations vary little across populations, although at present hardly any
research speaks to this possibility, which thus remains an open empirical question.
After all, evidence does exist suggesting that other nonconscious perceptual pro-
cesses, such as susceptibility to visual illusions, do vary across populations (Hersko-
vits, Campbell, and Segall 1969).

Generally, however, it is a mistake to equate domain-specificity and rigidity. A
genetically determined cognitive disposition may express itself in different ways (or
not express itself at all) depending on the environmental conditions. For instance,
even in a case such as fear of snakes and other predators, where a convincing argu-
ment can be made for the existence, in many species, of evolved mechanisms that
trigger an appropriate self-protection response, the danger cues and the fear are not
necessarily directly linked. Marks and Nesse (1994: 255), following Mineka et al.
(1984), describe such a case in which fear does not emerge instinctively but only
after a specific sort of learning experience: “Rhesus monkeys are born without snake
fear. Enduring fear develops after a few observations of another rhesus monkey tak-
ing fright at a snake . . . Likewise, a fawn is not born with fear of a wolf, but lifelong
panic is conditioned by seeing its mother flee just once from a wolf.”

Thus, even low-level effects like primordial fears develop out of interactions
between prepotentials for discriminating certain environmental conditions, a prepared-
ness to fast learning, and actual environmental inputs. In general, domain-specific
competencies emerge only after the competence’s initial state comes into contact with
a specific environment, and, in some cases, with displays of the competence by older
conspecifics. As the environmental inputs vary so does the outcome (within certain
limits, of course). This is obviously the case with higher-level conceptual dispositions:

It goes without saying, for instance, that even if there is a domain-specific disposition
to classify animals in the same way, local faunas differ, and so does people’s involve-
ment with this fauna.

There is another and deeper reason why domain-specific abilities are not just com-
patible with cultural diversity, but may even contribute to explaining it (see Sperber
1996: chap. 6). A domain-specific competence processes information that meets spe-
cific input conditions. Normally, these input conditions are satisfied by information
belonging to the proper domain of the competence. For instance, the face recognition
mechanism accepts as inputs visual patterns that in a natural environment are almost
exclusively produced by actual faces. Humans, however, are not just receivers of
information, they are also massive producers of information that they use (or seek to
use) to influence one another in many ways, and for many different purposdis.
able way to get the attention of others is to produce information that meets the input
conditions of their domain-specific competenciésr instance, in a human cultural
environment, the face recognition mechanism is stimulated not just by natural faces,
but also by pictures of faces, by masks, and by actual faces with their features high-
lighted or hidden by means of make-up. The effectiveness of these typically cultural
artifacts is in part to be explained by the fact that they rely on and exploit a natural dis-
position.

Although the natural inputs of a natural cognitive disposition may not vary greatly
across environments, different cultures may produce widely different artificial inputs



Culture, Cognition, and Evolution CXiX

that, nevertheless, meet the input conditions of the same natural competence. Hence
not all societies have cosmetic make-up, pictures of faces, or masks, and those that do
exhibit a remarkable level of diversity in these artifacts. But to explain the very exist-
ence of these artifacts and the range of their variability, it is important to understand
that they all rely on the same natural mechanism. In the same way, the postulation of a
domain-specific competence suggests the existence of a diversified range of possible
exploitations of this competence. Of course these exploitations can also be enhance-
ments: portraitists and make-up technicians contribute to culturally differentiated and
enhanced capacities for face recognition (and aesthetic appraisal).

Let us give three more illustrations of the relationship between a domain-specific
competence and a cultural domaiator classification, mathematics, and social clas-
sifications

Different languages deploy different systemg&0LOR CATEGORIZATION, segment-
ing the color spectrum in dramatically different ways. Some languages have only two
basic color terms (e.g., Dani). Other languages (e.g., English) have a rich and varied
color vocabulary with eleven basic color terms (and many nonbasic color terms that
denote subcategories suchcassonor apply to specific objects suchabay horsig
Prior to Berlin and Kay's (1969) now classic study, these color naming differences
were accepted as evidence for tieGUISTIC RELATIVITY HYPOTHESIS the doctrine
that different modes of linguistic representation reflect different modes of thought.
Thus, speakers of languages with two-term color vocabularies were seen as conceptu-
alizing the world in this limited fashion.

Berlin and Kay found that although the boundaries of color terms vary across lan-
guages, the focal point of each color category (e.g., that point in the array of reds that
is the reddest of red) remains the same no matter how the color spectrum is segmented
linguistically. There are, they argued, eleven such focal points, and therefore eleven
possible basic color terms. Although there are over two thousand possible subsets of
these eleven terms, only twenty-two of these subsets are ever encountered. Moreover,
the sequence in which color terms enter a language is tightly constrained. Further
research has led to minor revisions but ample confirmation of these findings. Here,
then, we have a case where the evolved ability to discriminate colors both grounds
culturally specific basic color vocabularies and constrains their variability. Further
work by Kay and Kempton (1988) showed that linguistic classification could have
some marginal effect on nonverbal classification of color. Nevertheless, once the para-
digm example of linguistic relativity, the case of color classification, is now the para-
digm illustration of the interplay between cognitive universals and cultural variations,
variations that are genuine, but much less dramatic than was once thought.

Naive mathematics provides another instance of the relationship between a
domain-specific competence and cultural variation. It has been shown that human
infants and some other animals can distinguish collections of objects according to the
(small) number of elements in the collection. They also expect changes in the number
of objects to occur in accordance with elementary arithmetic principles. All cultures
of the world provide some system for counting (verbal and/or gestural), and people in
all cultures are capable of performing some rudimentary addition or subtraction, even
without the benefit of schooling. This suggests that humans are endowed with an
evolved adaptation that can be called naive mathematics. Counting systems do vary
from culture to culture. Some, like that of the Oksapmin of New Guinea, are
extremely rudimentary, without base structure, and allow counting only up to some
small number. Others are more sophisticated and allow, through combination of a few
morphemes, the expression of any positive integer. These counting systems, drawing
on the morpho-syntactic resources of language, provide powerful cultural tools for the
use and enhancement of the naive mathematical ability. Cultural differences in count-
ing largely reflect the degree of linguistic enhancement of this universal ability.

There are mathematical activities that go beyond this intuitive counting ability.
Their development varies considerably and in different directions across cultures.
Concepts such as the zero, negative humbers, rational numbers, and variables; tech-
nigues such as written arithmetical operations; and artifacts such as multiplication
tables, abacus, rulers, or calculators help develop mathematics far beyond its intuitive
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basis. Some of these concepts and tools are relatively easy to learn and use, others
require painstaking study in an educational setting. From a cognitive point of view,
explaining these cultural developments and differences must include, among other
things, an account of the cognitive resources they mobilize. For instance, given human
cognitive dispositions, mathematical ideas and skills that are more intuitive, more eas-
ily grasped, and readily accepted should have a wider and more stable distribution and
a stronger impact on most people’s thinking and practiceN(SRERACY AND CUL-

TURE).

NAIVE SOCIOLOGY provides a third example of the relationship between a domain-
specific cognitive disposition and a varying cultural domain. According to the stan-
dard view, children learn and think about all human groupings in much the same way:
they overwhelmingly attend to surface differences in forming categories and they
interpret these categories virtually only in terms of these superficial features. Of
course, knowledge of all social categories is not acquired at the same time. Children
sort people by gender before they sort them by political party affiliation. The standard
explanation is that children learn to pick out social groups that are visibly distinct and
culturally salient earlier than they learn about other, less visually marked, groups.

Recent research suggests that surface differences determine neither the develop-
ment of categories nor their interpretation (Hirschfeld 1996). In North America and
Europe one of the earliest-emerging social concepts is “race.” Surprisingly, given the
adult belief that the physical correlates of “race” are extremely attention demanding,
the child’s initial concept of “race” contains little perceptual information. Three-year-
olds, for instance, recognize that “blacks” represent an important social grouping
long before they learn which physical features are associated with being “black.”
What little visual information they have is often inaccurate and idiosyncratic; thus,
when one young child was asked to describe what made a particular person black, he
responded that his teeth were longer. (Ramsey 1987.) Another set of studies suggests
that even quite young children possess a deep and theory-like understanding of “race”
(but not other similar groupings), expecting “race” to be a fundamental, inherited, and
immutable aspect of an individual—that is, they expect it to be biological (Hirschfeld
1995).

Conceptual development of this sort—in which specific concepts are acquired in a
singular fashion and contain information far beyond what experience affords—are
plausibly the output of a domain-specific disposition. Since the disappearance of the
Neanderthals, humans are no longer divided into subspecies or races, and the very
idea of “race” appeared only relatively recently in human history. So, although there
may well exist an evolved domain-specific disposition that guides learning about
social groupings, it is very unlikely that it would have evolved with the function of
guiding learning about “race.” As noted previously, however, many cultural artifacts
meet a device’s input conditions despite the fact that they did not figure in the evolu-
tionary environment that gave rise to the device. “Race” might well be a case in
point.

As many have argued, “race” was initially a cultural creation linked to colonial and
other overseas encounters with peoples whose physical appearance was markedly dif-
ferent from Europeans. The modern concept of “race” has lost some of this historic
specificity and is generally (mis)interpreted as a “natural” system for partitioning
humans into distinct kinds. That this modern concept has stabilized and been sustained
over time owes as much to cognitive as cultural factors (Hirschfeld 1996). On the one
hand, it is sustainable because a domain-specific disposition guides children to sponta-
neously adopt specific social representations, and “race” satisfies the input conditions
of this disposition. On the other hand, it varies across cultures because each cultural
environment guides children to a specific range of possible groupings. These possibil-
ities, in turn, reflect the specific historical contexts in which colonial and other over-
seas encounters occurred. It is worth bearing in mind that “race” is not the only
cultural domain that is “naturalized” because it resonates with an evolved disposition.
It is plausible that children in South Asia, guided by the same domain-specific disposi-
tion but in another cultural context, find “caste” more biological than “race.” Similarly,
children in some East-African societies may find “age-grades” more biological than



Culture, Cognition, and Evolution CXXi

either “race” or “caste.” In all such cases, the fact that certain social categories are
more readily learned contributes to the social and cultural stability of these categories.

The cases of color classification, mathematics, and naive sociology illustrate a
fairly direct relationship between a domain-specific ability and a cultural domain
grounded in this ability, enhancing it, and possibly biasing it. Not all cultural domains
correspond in this simple way to a single underlying domain-specific competence. For
instance, ar@ELIGIOUS IDEAS AND PRACTICESgrounded in a distinct competence, the
domain of which would be supernatural phenomena? This is difficult to accept from
the point of view of a naturalistic cognitive science. Supernatural phenomena cannot
be assumed to have been part of the environment in which human psychological adap-
tations evolved. Of course, it is conceivable that a disposition to form false or unevi-
denced beliefs of a certain tenor would be adaptive and might have evolved. Thus
Malinowski and many other anthropologists have argued that religious beliefs serve a
social function. Nemeroff and Rozin (1994) have argued that muela®ic AND
SUPERSTITIONIS based on intuitive ideas of contagion that have clear adaptive value.
Another possibility is that domain-specific competencies are extended beyond their
domain, in virtue of similarity relationships. Thus, Carey (1985) and Inagaki and
Hatano (1987) have argued thatmisM results from an overextension of naive psy-
chology.

The cultural prevalence of religious and magical beliefs may also be accounted for
in terms of a domain-specific cognitive architecture without assuming that there is a
domain-specific disposition to religious or magical beliefs (see Sperber 1975, 1996;
Boyer 1990, 1994). Religious beliefs typically have a strong relationship with the
principles of naive physics, biology, psychology, and sociology. This relationship,
however, is one of head-on contradiction. These are beliefs about creatures capable of
being simultaneously in several places, of belonging to several species or of changing
from one species to another, or of reading minds and seeing scenes distant in time or
space. Apart from these striking departures from intuitive knowledge, however, the
appearance and behavior of these supernatural beings is what intuition would expect
of natural beings. Religious representations, as argued by Boyer (1994), are sustain-
able to the extent that a balance between counterintuitive and intuitive qualities is
reached. A supernatural being with too few unexpected qualities is not attention
demanding and thus not memorable. One with too many unexpected qualities is too
information rich to be memorable (s@eMORY). Thus, religious beliefs can be seen
as parasitical on domain-specific competencies that they both exploit and challenge.

So far in this section, we have illustrated how evolutionary and cognitive perspec-
tives can contribute to our understanding of specific cultural phenomena. They can
also contribute to our understanding of the very phenomenon of culture. Until
recently, the evolutionary and the cognitive approaches to the characterization of cul-
ture were very different and unrelated. In more recent developments, they have con-
verged to a significant degree.

From an evolutionary point of view, there are two processes to consider and articu-
late: the biological evolution of the human species, andtih@URAL EVOLUTION of
human groups. There is unquestionably a certain degree of coevolution between genes
and culture (see Boyd and Richerson 1985; William Durham 1991). But, given the
very different rates of biological and cultural evolution—the latter being much more
rapid than the former—the importance of cultural evolution to biological evolution, or
equivalently its autonomy, is hard to assess.

Sociobiologists (e.g., Lumsden and Wilson 1981) tend to see cultural evolution as
being very closely controlled by biological evolution and cultural traits as being
selected in virtue of their biological functionality. Other biologists such as Cavalli-
Sforza and Feldman (1981) and Richard Dawkins (1976, 1982) have argued that cul-
tural evolution is a truly autonomous evolutionary process where a form of Darwinian
selection operates on cultural traits, favoring the traits that are more capable of gener-
ating replicas of themselves (whether or not they contribute to the reproductive suc-
cess of their carriers). Neither of these evolutionary approaches gives much place to
cognitive mechanisms, the existence of which is treated as a background condition for
the more or less autonomous selection of cultural traits. Both evolutionary approaches
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view culture as a pool of traits (mental representations, practices, or artifacts) present
in a population.

From a cognitive point of view, it is tempting to think of culture as an ensemble of
representations (classifications, schemas, models, competencies), the possession of
which makes an individual a member of a cultural group. In early cognitive anthropol-
ogy, culture was often compared to a language, with a copy of it in the mind of every
culturally competent member of the group. Since then, it has been generally recog-
nized that cultures are much less integrated than languages and tolerate a much greater
degree of interindividual variation (Se®JLTURAL CONSENSUSTHEORY and CUL-

TURAL VARIATION). Moreover, with the recent insistence on the role of artifacts in
cognitive processes (SE®GNITIVE ARTIFACTS), it has become common to acknowl-
edge the cultural character of these artifacts: culture is not just in the mind. Still, in a
standard cognitive anthropological perspective, culture is first and foremost some-
thing in the mind of every individual. The fact that culture is a population-scale phe-
nomenon is of course acknowledged, but plays only a trivial role in explanation.

Some recent work integrates the evolutionary and cognitive perspectives. Sperber
(1985, 1996) has argued for an “epidemiological” approach to culture. According to
this approach, cultural facts are not mental facts but distributions of causally linked
mental and public facts in a human population. More specifically, chains of interac-
tion—of communication in particular—may distribute similar mental representations
and similar public productions (such as behaviors and artifacts) throughout a popula-
tion. Types of mental representations and public productions that are stabilized
through such causal chains are, in fact, what we recognize as cultural.

To help explain why some items stabilize and become cultural (when the vast
majority of mental representations and public productions have no recognizable
descendants), it is suggested that domain-specific evolved dispositions act as recep-
tors and tend to fix specific kinds of contents. Many cultural representations stabilize
because they resonate with domain-specific principles. Because such representations
tend to be rapidly and solidly acquired, they are relatively inured to disruptions in the
process of their transmission. Hence the epidemiological approach to culture dovetails
with evolutionary psychology (see Tooby and Cosmid32) and with much recent
work in developmental psychology, which has highlighted the role of innate prepared-
ness and domain-specificity in learning (Hirschfeld and Gelman 1994; Sperber, Prem-
ack, and Premack 1995).

Children are not just the passive receptors of cultural forms. Given their cognitive
dispositions, they spontaneously adopt certain cultural representations and accept oth-
ers only through institutional support such as that provided by schools. The greater the
dependence on institutional support, the greater the cultural lability and variability.
Other inputs, children reject or transform. A compelling example is provided by the
case ofcREOLES When colonial, commercial, and other forces bring populations
together in linguistically unfamiliar contexts a common result is the emergence of a
pidgin, a cobbled language of which no individual is a native speaker. Sometimes,
children are raised in a pidgin. When pidgin utterances are the input of the language
acquisition process, a creole, that is a natural and fully elaborated language, is the out-
put. Children literally transform the contingent and incomplete cultural form into a
noncontingent and fully articulated form. This happens because children are equipped
with an evolved device for acquiring language (Bickerton 1990).

Cultural forms stabilize because they are attention-grabbing, memorable, and sus-
tainable with respect to relevant domain-specific devices. Of course, representations
are also selected for in virtue of being present in any particular cultural environment.
Domain-specific devices cannot attend to, act on, or elaborate representations that
the organism does not come into contact with. For the development of culture, a cul-
tural environment, a product of human history, is as necessary as a cognitive equip-
ment, a product of biological evolution.

See alsaNIMISM ; BOAS, FRANZ; CATEGORIZATION; CHESS PSYCHOLOGYOF, COG-

NITIVE ANTHROPOLOGY, COGNITIVE ARCHAEOLOGY; COGNITIVE ARTIFACTS; COLOR
CATEGORIZATION; CONCEPTUAL CHANGE;, CONNECTIONISM PHILOSOPHICAL ISSUES
OF, CREOLES CULTURAL CONSENSUSTHEORY; CULTURAL EVOLUTION; CULTURAL
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SYMBOLISM; CULTURAL VARIATION; DOMAIN SPECIFICITY, EXPERTISE FIGURATIVE
LANGUAGE; FOLK BIOLOGY; HUMAN UNIVERSALS; LEVI-STRAUSS CLAUDE; LINGUIS-
TIC RELATIVITY HYPOTHESIS LITERACY; MAGIC AND SUPERSTITION MALINOWSKI,
BRONISLAW; MEMORY; METAPHOR, METAPHORAND CULTURE; MODULARITY OF MIND;
MOTIVATION AND CULTURE; NAIVE MATHEMATICS; NAIVE PHYSICS NAIVE SOCIOL-
OGY; NUMERACY AND CULTURE; RELIGIOUS IDEAS AND PRACTICES SCHEMATA, SEMI-
OTICS AND COGNITION; TECHNOLOGY AND HUMAN EVOLUTION; THEORY OF MIND;
WRITING SYSTEMS

3 Cognition in an Ecological, Social, and Cultural Perspective

Ordinary cognitive activity does not take place in a fixed experimental setting where the
information available is strictly limited and controlled, but in a complex, information-
rich, ever-changing environment. In social species, conspecifics occupy a salient place
in this environment, and much of the individual-environment interaction is, in fact,
interaction with other individuals. In the human case, moreover, the environment is
densely furnished with cultural objects and events most of which have, at least in part,
the function of producing cognitive effects.

In most experimental psychology this ecological, social, and cultural dimension
of human cognition is bracketed out. This practice has drawn strong criticisms, both
from differently oriented psychologists and from social scientists. Clearly, there are
good grounds for these criticisms. How damning they are remains contentious.
After all, all research programs, even the most holistic ones, cannot but idealize
their objects by abstracting away from many dimensions of reality. In each case, the
issue is whether the idealization highlights a genuinely automous level about which
interesting generalizations can be discovered, or whether it merely creates an artifi-
cial pseudodomain the study of which does not effectively contribute to the knowl-
edge of the real world. Be that as it may, in the debate between standard and more
ecologically oriented approaches to cognition, there is no doubt that the latter have
raised essential questions and developed a variety of interesting answers. It is to
these positive contributions that we now turn.

Issues of ecological validity arise not just when the social and cultural dimension
of cognition is deployed, but at all levels of cognition. As argueEday OGICAL PSY-
CHOLOGY, even the perceptions of an individual organism should be understood in
ecological terms. Based on the workJofl. GIBSON, ecological psychology relates
perception not to “stimuli” but to the layout of the environment, to the possibilities it
opens for action (theFFORDANCES, and to the perceiver’'s own situation and motion
in the environment. When the environment considered is social and cultural, there are
further grounds to rethink even more basic tenets of cognitive science, particularly the
notion that the individual mind ihe site of cognitive processes. This is what recent
work OnSITUATED COGNITION AND LEARNING and OnSITUATEDNESSEMBEDDEDNESS
has been doing.

Many of the issues described today in terms of situated cognition were raised in the
pioneering work of the Russian psychologisV vYGOTsSKY (1896-1934), whose
work was introduced to English readers in the 1970s (see Wertsch 1985b). Vygotsky
saw cognitive activity as being social as well as mental. He stressed the importance of
cultural tools for cognition. His insight that historical, cultural, and institutional con-
texts condition learning by identifying and extending the child’s capacities animates
several ecological approaches in psychology. Writing in the first half of the twentieth
century, Vygotsky was not aiming at an explicit modeling of the processes he dis-
cussed, nor were the first studies inspired by his work in the 1970s and 1980s (see
Wertsch 1985a). Some of the more recent work about situated cognition, though
inspired by Vygotsky, does involve modeling of cognitive processes, which means, of
course, departing from Vygotsky’s original conceptual framework.

To what extent is cognition in a social and cultural environment still an individual
process? Regarding cognition in a social environment, James Wertsch raises the issue
with a telling anecdote about helping his daughter remember where she left her shoes.
When she was unable to remember, he began to pose questions that directed her recall
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until she “remembered” where they were. Wertsch asks who remembered in this case:
he didn’'t since he had no prior information about the shoes’ location, nor did his
daughter because she was unable to recall their location without his intervention.
Regarding cognition in an environment containing cultural artifacts, a striking exam-
ple is provided by Edwin Hutchins (1995), who has demonstrated how the cognitive
processes involved in flying a plane do not take place just in the pilot’s head but are
distributed throughout the cockpit, in the members of the crew, the control panel, and
the manuals.

This interpenetration of processes internal and external to the individual can be stud-
ied in technologically rich environment such as that providedumAN-COMPUTER
INTERACTION, and also in more mundane circumstances such as finding one’s way with
the help of a map (se®&MAN NAVIGATION), or shopping at the supermarket where the
arrangement of the shelves serves as a kind of shopping list (Lave et al. 1984). This
type of research is being applieddaGNITIVE ERGONOMICS which helps design tech-
nologies, organizations, and learning environments in a way informed by cognitive sci-
ence.

The study of cultural tools and the form of cognitive activity they foster is of
importance for the historical and anthropological study of culture. It is an old com-
monplace to contrast societies with and without writing systems. As Lévi-Strauss
(1971) suggested, the very structure of oral narratives reflects an optimal form for
memory unaided by external inscriptions. More recent work (e.g., Goody 1977, 1987;
Rubin 1995; Bloch 1998) has attempted to elaborate and in part rethink this contrast
by looking at the cognitive implications of orality and writing and of other systems for
displaying information in the environment (S&®TIFACTS AND CIVILIZATION ). EDU-

CATION too has been approached in a Vygotskyan perspective, as a collaborative
enterprise between teacher and learner using a specially designed environment with
ad hoc props. Education is thus described at a level intermediary between individual
cognitive development and cultural transmission, thus linking and perhaps locking
together the psychological and the cultural level (Bruner 1996).

From the point of view of the epidemiological approach to culture evoked in the
preceding section, the situated cognition approach is quite congenial. The epidemio-
logical approach insists on the fact that the causal chains of cultural distribution are
complex cognitiveand ecological processes that extend over time and across popula-
tions. This, however, dedramatizes the contrast between a more individualistic and a
more situated description of cognitive processesi(ga@DUALISM ). Consider a sit-
uated process such as a teacher-learner interaction, or the whole cockpit of a plane
doing the piloting. These processes are not wholly autonomous. The teacher is a link
in a wider process of transmission using a battery of artifacts, and the learner is likely
to become a link, possibly of another kind, in the same process. Their interaction can-
not be fully explained by abstracting away from this wider context. Similarly, the
cockpit is far from being fully autonomous. It is linked to air control on the ground,
through it to other aircrafts, but also, in time, to the engineering process that designed
the plane, to the educational process that trained the pilot, and so on. Of course, both
the teacher-learner interaction and the cockpit have enough autonomy to deserve
being considered and studied on their own. But then so do the individual cognitive
processes of the teacher, the learner, the pilot, and so on at a lower level, and the com-
plex institutional networks in which all this take place at a higher level. Cognitive cul-
tural causal chains extend indefinitely in all directions. Various sections of these
chains of different size and structure are worth studying on their own.

The study of psychological processes in their social context is traditionally the prov-
ince of social psychologysee Ross and Nisbett 1991; Gilbert, Fiske, and Lindzey
1998). The contribution of this rich discipline to the cognitive sciences can be read in
two ways. On the one hand, it can be pointed out that, at a time where mainstream psy-
chologists were behaviorists and not interested in contentful cognitive processes, social
psychologists were studying beliefs, opinions, prejudices, influence, motivation, or
attitudes (e.g., Allport 1954). On the other hand, it could be argued that the interest of
social psychologists for these mental phenomena is generally quite different from that
of cognitive scientists. The goals of social psychologists have typically been to identify
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trends and their causal factors, rather than mechanisms and their parts, so that most of
social psychology has never been “cognitive” in this strong sense. In the practice of
standard cognitive psychology too, it is quite often the case that a trend, a tendency, a
disposition is identified well before the underlying mechanisms are considered.

Many of the phenomena identified by social psychologists could be further investi-
gated in a more standardly cognitive way, and, more and more often, they are. For
instance, according Festinger's (1957) theory of cognibi&sSONANCE people are
emotionally averse to cognitive inconsistencies and seek to reduce them. Festinger
investigated various ways in which such dissonances arise (in decision making or in
forced compliance, for instance), and how they can be dealt with. Recently, computa-
tional models of dissonance have been developed using artificial neural networks and
relating dissonance to other psychological phenomena such as analogical reasoning.
ATTRIBUTION THEORY, inspired by Heider (1958) and Kelley (1972), investigates
causal judgments (s@&AUSAL REASONING), and in particular interpretations of peo-
ple’s behavior. Specific patterns have been identified, such as Ross’s (1977) “funda-
mental attribution error” (i.e., the tendency to overestimate personality traits and
underestimate the situation in the causing of behavior). As in the case of dissonance,
there has been a growing interest for modeling the inferential processes involved in
these attributions (e.g. Cheng and Novick 1982EREOTYPINGOf social categories,
another typical topic of social psychology, is also approached in a more cognitive way
by focusing on information processing and knowledge structures.

The domain of social psychology where the influence of cognitive science is the
most manifest is that (focCIAL COGNITION (Fiske and Taylor 1991), that is the cogni-
tion of social life, sometimes extended to cognition as shaped by social life. Social
cognition so understood is the very subject matter of social psychology, or at least its
central part (leaving out emotion), but the referenceoggnition rather than to psy-
chology generally, signals the intent to join forces with mainstream cognitive psychol-
ogy. With the development of the domain-specificity approach, however, social
cognition so understood may be too broad an area. For instance, it does not distin-
guish between naive psychology and naive sociology, when the trend may be rather
toward distinguishing even more fine-grained mechanisms.

One issue that has always been central to social psychology and that has become
important in cognitive science only later is rationality. Social judgment exhibits bla-
tant cases of irrationality, and their study by social psychologists (see Nisbett and
Ross 1980) has contributed to the development of the study of reasoning in general
(SeeJUDGMENT HEURISTICS CAUSAL REASONING PROBABILITIC REASONING DEDUC-

TIVE REASONING). One area of social life where rationality plays a special role is eco-
nomics. It is within economics thRATIONAL CHOICETHEORY was initially developed

(see alsSORATIONAL DECISION MAKING). The actual behavior of economic agents,
however, does not fully conform to the normative theory. Drawing in particular on the
work of Kahneman antvERSKY (see Kahneman, Slovic, and Tversky 1982), experi-
mental and behavioral economists explore and try to model the actual behavior of eco-
nomic agents (SEECONOMICS AND COGNITIVE SCIENCB. In principle, economics
should provide a paradigmatic case of fruitful interaction between the social and the
cognitive sciences. The economic domain is quite specific, however, and it is an open
guestion to know to what extent the cognitive approach to this area, based as it is on
an abstract normative theory of rationality, can serve as a model in other areas (but see
Becker 1976).

From the points of view of evolutionary psychology and situated cognition, it is
tempting to adopt an alternative approach by developing a notion of evolutionarily
groundedBOUNDED RATIONALITY as a criterion for evaluating the manner in which
human inferential mechanisms perform their functions. Such a criterion would involve
not just considerations of epistemic reliability, but also of processing speed and cost.
In this perspective, evolutionary psychologists have investigated how reasoning abili-
ties may be adjusted to specific problems and domains, and how they may privilege
information available in ordinary environments (see Cosmides and Tooby 1992; Gig-
erenzer and Goldstein 1996; Gigerenzer and Hoffrage 1995).
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We now turn to anthropological research on the role of culture in cognitive and
more generally mental processes. It is hardly controversial that cultural factors enable,
constrain, and channel the development of certain cognitive outcomes. Some cultural
environments inhibit normal cognitive development (e.g., inequitable distributions of
cultural resources underlie uneven performance on standardized tests). Other cultural
environments promote the elaboration of complex knowledge structures such as mod-
ern science by providing the appropriate artifactual and institutional support. In fact, it
takes little more than a trip abroad to appreciate that our abilities to make the best use
of the natural and artifactual environment and to interpret the behaviors of others is
culture-bound.

The social sciences, and anthropology in particular, tend to approach the relation-
ship between culture and mind in a much more radical way. Quite commonly the
claim made is not just that cultural factors affect mental activity, it is that the human
mind is socially and culturally constituted. This could be understood as meaning just
that human mental processes use at every moment and in every activity cultural tools,
language to begin with, and also schemas, models, expertises, and values. This, surely,
is correct, and makes human minds very complex and special. What is generally
meant goes well beyond this triviality, however, and is part of an antinaturalistic
approach common in the social sciences. On this view, there may be brains but there
are no minds in nature, and, anyhow, there is no human nature. Minds are not natural
systems informed and transformed by culture, they are made by culture, and differ-
ently so by different cultures. From this point of view, naturalistic psychology, at least
when it deals with true mental functions, with thinking in particular, is a Western eth-
nocentric pseudoscience. Piaget’s study of the acculturation of Swiss children is mis-
taken for the study of a universal human cognitive development; the study of
American college students reasoning on laboratory tasks is mistaken for that of human
(inrationality, and so on.

Such culturalism—in this extreme or in more hedged forms—goes together with a
specific view of culture. We saw in the last section how cognitive anthropology puts
culture essentially in the mind and how evolutionary and epidemiological approaches
treat culture in terms of population-wide distributions of individual mental and arti-
factual phenomena. These are naturalistic views of culture, with little following in the
social sciences. Much more characteristic are the influential views of the anthropolo-
gist Clifford Geertz. He writes: “The concept of culture | espouse is essentially a
semiotic one. Believing, with Max Weber, that man is an animal suspended in webs of
significance he himself has spun, | take culture to be those webs, and the analysis of it
to be therefore not an experimental science in search of law but an interpretive one in
search of meaning” (Geertz 1973: 5). Attacking cognitive anthropology for placing
culture in the mind, and drawing on Wittgenstein’s dismissal of the idea of a private
meaning, Geertz (1973: 12) insists that “culture is public because meaning is.”

This understanding of the notion of culture goes together with a strong individua-
tion of individual cultures (comparable to the individuation of languages), each seen
as a separate system of meanings. Cultures so understood are viewed as being not
just different environments, but, literally, different worlds, differing from each other
in arbitrary ways. This view, known aSJLTURAL RELATIVISM, is, except in very
watered-down versions, difficult to reconcile with any naturalistic approach to cogni-
tive development. Given that the initial inputs to cognitive development are just myr-
iad stimulations of nerve endings, the process of extracting from these inputs the
objective regularities of a relatively stable world is already hard enough to explain.
If, in fact, even the world in which cognitive development takes place is not given, if
the child can draw neither from expectable environmental regularities nor from inter-
nal preparedness to deal with just these regularities, then the process is a pure mys-
tery. It is a sign of the lack of concern for psychological issues that this mystery
seems never to have worried defenders of cultural relativism.

In one area, anthropological linguistics, cultural relativism has guided positive
research programs that continue to this day. The linguist and anthropologist Edward
SAPIR and the linguist Whorf developed the thesis of linguistic relativity (the “Sapir-
Whorf hypothesis”) according to which lexical and grammatical categories of lan-
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guage determine the way the world is perceived and conceptualized, and each lan-
guage is at the root of a different worldview (see al$WGUAGE AND
COMMUNICATION). On this view, human cognition can be understood only through
analysis of the linguistic and cultural structures that support it. The classical example
is Whorf’s treatment of the Hopi notion of time. Noting that the Hopi language “con-
tains no words, grammatical forms, construction or expressions that refer directly to
what we call ‘time,’ or to the past, or future, or to enduring or lasting,” he concluded
that the Hopi have “no general notion or intuition of time as a smooth flowing contin-
uum” (Whorf 1956: 57). Subsequent research (see Brown 1991 for a review) tended to
show that this radical linguistic relativity is not supported by closer analysis. However,
less radical versions of linguistic relativity can be sustained (Lucy 1992; Gumperz and
Levinson 1996). Recent comparative worklBRNGUAGE AND CULTURE has been car-

ried out with the methods of cognitive psycholinguistics at the Max Planck Institute
for Psycholinguistics in Nijmegen. It has, in particular, gathered impressive evidence
of the fact that the manner in which different languages encode spatial coordinates
strongly affects people’'s conceptualization of spatial relations and movements (see
Levinson 1996).

The standard anthropological characterization of cultures as relatively bounded,
homogeneous, and coherent entities has repeatedly been challenged (e.g., Leach
1954; Fried 1975). The idea of discrete tribes each with its own culture was a colonial
administrator's dream—a dream they forced on people—before being an anthropolo-
gist's presupposition. In fact, different flows of cultural information—linguistic, reli-
gious, technological—have different boundaries, or, quite often, do not even have
proper boundaries, just zones of greater of lesser intensities. From an epidemiological
point of view, of course, these ongoing cultural flows and the fuzziness of cultural
boundaries are just what one should expect. From such a point of view, the nation of
culture should not have more of a theoretical status than that of a region in geography.
Culture is best seen not as a thing, but as a property that representations, practices, and
artifacts possess to the extent that they are caused by population-wide distribution pro-
cesses.

It is the standard notion of a culture as an integrated whole that has guided most
anthropological research bearing, directly or indirectly, on psychological issues.
Much early anthropology, notably in North America, focused on the social and cul-
tural correlates of psychological phenomena. A major and influential program of
research, pioneered by Margaret Mead and Ruth Benedict, and lasting well after
World War 11, examined the relationship between personality and culture. The “per-
sonality and culture” school adapted the language of psychopathology to describe and
analyze cultural phenomena. Sitill, the thrust of this approach was an abiding skepti-
cism about psychological claims. Relying on ethnographic data, scholars assessed and
critiqued universalist claims about the mind. Both Mead and Malinowski drew consid-
erable attention from their challenges to several of Freud's generalizations about
human nature, particularly claims about the development of sexuality. Ultimately the
appeal of the culture and personality school waned in part as national character stud-
ies began more to resemble national stereotypes than cultural analysis, but also in part
because the approach increasingly identified the sociocultural level with the psycho-
logical level, a move that made most anthropologists uncomfortable.

Much anthropological research, although deliberately apsychological, is neverthe-
less of genuine cognitive interest in that it investigates knowledge structures, from
specific notions to ideological systems. For example, much work has been devoted to
examining different notions of person across cultures. In contrast to work in psychol-
ogy that tends to take the person as a fundamental and invariant concept (see, e.g.,
Miller and Johnson-Laird 1976), anthropologists challenge the assumption that a per-
son implies a bounded and unique sense of individuality and self. Rather the person is
a socially situated concept that can only be understood from the perspective of social
and cultural relations (Mauss 1985; Geertz 1973). For instance, Lutz (1988) argues
that the Ifaluk of Melanesia do not conceive of emotions as something occurring with
an individual person, but as a relation between several individuals in which the emo-
tion exists independent of (and outside) the psyche of any one person. The notion of
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persons as unigue self-oriented entities, in its turn, has been analyzed as arising from
the specific cultural and political-economic environments of North America and
Europe (Bellah et al. 1985). Like all relativist ideas, these views are controversial.
Notice, however, that, unlike the claim that the mind itself is a cultural product, the
claim that the person, or tleeLF, is socially and culturally constituted is compatible
with a naturalistic cognitive science, and has been defended from a naturalistic point
of view, for instance by Dennett (1991).

Standard anthropological evidence for the cultural character and variability of
notions like “person” consists of cultural narratives and expression of conventional
wisdom. More recently, however, researchers in social psychaogyurAL PSY-
CHOLOGY and ETHNOPSYCHOLOGY have used innovative experimental methods to
support ethnographic findings (see Markus and Kityama 1991; Shweder 1991).
Shweder and colleagues have made important contributions (in both method and the-
ory) toward integrating ethnographic and experimental approaches. Work on moral
development, especially the way culture may fundamentally shape it, has been influ-
ential (Shweder, Mahapatra, and Miller 1990; see also Turiel 1983 for a carefully
crafted and persuasive challenge to the antiuniversalist point of view).

See alSOAFFORDANCES ARTIFACTS AND CIVILIZATION ; ATTRIBUTION THEORY;

BOUNDED RATIONALITY ; CAUSAL REASONING COGNITIVE ERGONOMICS CULTURAL
PSYCHOLOGY, CULTURAL RELATIVISM; DEDUCTIVE REASONING DISSONANCE ECO-
LOGICAL PSYCHOLOGY, ECONOMICSAND COGNITIVE SCIENCE EDUCATION; ETHNOP
SYCHOLOGY, GIBSON, J. J.; HUMAN NAVIGATION; HUMAN-COMPUTER INTERACTION;
INDIVIDUALISM ; JUDGMENT HEURISTICS LANGUAGE AND COMMUNICATION; LAN-
GUAGE AND CULTURE; PROBABILISTIC REASONING RATIONAL CHOICE THEORY;
RATIONAL DECISION MAKING; SAPIR, EDWARD; SELF, SITUATED COGNITION AND
LEARNING; SITUATEDNESYEMBEDDEDNESS SOCIAL COGNITION IN ANIMALS ; STEREG
TYPING; TVERSKY; VYGOTSKY, LEV

Conclusion

The various strains of research rapidly reviewed in this last section—the Vygotskian,
the social-psychological and the anthropological—are extremely fragmented, diverse,
and embattled. This should not obscure the fact that they all deal with important and
difficult issues, and provide extremely valuable insights. It is encouraging to observe
that, in all these approaches, there is a growing concern for explicit theorizing and
sound experimental testing. More generally, it seems obvious to us that the various
perspectives we have considered in this chapter should be closely articulated, and we
have attempted to highlight the works that particularly contribute to this articulation.
We are still far from the day when the biological, the cognitive, and the social sciences
will develop a common conceptual framework and a common agenda to deal with the
major issues that they share.
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Acquisition, Formal Theories of 1

Aboutness sentences the same meanings). ldentification in the limit,
however, can be argued to be too strict and too liberal a
criterion at the same time. The criterion is too strict

See|NTENT|ONAL|TY; NARROW CONTENT, REFERENCE THE- because the evo|ution of |anguages over t|me (%e

ORIESOF GUAGE VARIATION AND CHANGE) would appear to be
Lo . problematic, barring language contact, if each generation

Acquisition, Formal Theories of acquired exactly the language of the previous one, as

required by the criterion of identification in the limit. The
criterion is too weak because children appear to learn
their target language(s) in a very short time, whereas iden-
tification in the limit considers successful any learner that
eventuallystabilizes on a correct grammar, however long
this might take.

These considerations seem to recommend as a plausi-
ble alternative the PAC criterion (Probably Approximately
Correct; Valian 1984): a learner is successful if and only
if, for every language in L, it is very likely (but not cer-

that the grammars proposed by linguists not only account'@n) {0 produce a grammar that is very close (but not nec-
essarily equivalent) to the target grammar and do so not in

for all linguistic data (descriptive adequacy) but also are thethe limit but in a very short time. measured as a function
kind of objects that can be acquired on the kind of data and fh | it get y d how lik it is t d
with the kind of cognitive resources that are typical of of how close it gets and how likely it is to do so (sem-

human language learning (explanatory adequacy). PUTATIONAL LEARNING THEORY). As an element of a

In order to be properly stated, every FTLA requires four I'?a%sA,ofhi(t);Nce)xvenr’ g‘)‘: ;é\(r:n Clrétei?c:ﬂe'zr?grt g\lflta?c():gi]%rcotg;e
distinct components: - ple, |

with respect to a target language is measured as the prob-
1. A formal characterization of the clalsof languages to  ability of the environment in which the language is exhib-

A formal theory of language acquisition (FTLA) can be
defined as a mathematical investigation of the learnability
properties of the class of human languages. Every FTLA
can therefore be seen as an applicationafiPUTATIONAL
LEARNING THEORY to the problem of ANGUAGE ACQUISI-
TION, one of the core problems @EARNING (see also
LEARNING SYSTEMS).

The need for FTLAs stems from one of the standard
assumptions of linguistics: A successful theory must prove

be learned (SEEORMAL GRAMMARS) ited, presenting a string that the conjecture misclassifies,
2. A formal characterization of the criterion of sucogss then the assumption that children only receive positive
3. A formal characterization of the class of algorithths  evidence has as a consequence that their conjectures have

that one is willing to consider as possible learners error zero even if they overgeneralize. In this respect, PAC
4. An explicit characterizatioM of how linguistic infor-

would appear to be too weak a criterion because, empiri-
cally, human learners do not appear to overgeneralize in
Given this characterization, every FTLA consists of either a this fashion.
proof that there is at least a learner in A that successfully The L and the A components have traditionally been the
acquires every language in L when success is defined as ifocus of the most important differences among alternative
C and data are presented as prescribed by ldogiive FTLAs. Common restrictions on A include memory limita-
result) or a proof that there is at least a language in L that ndions, smoothness (successive hypotheses must not be very
learner in A can successfully acquire according to C and M different from one another), continuity (every hypothesis is
(anegativeresult). a possible adult grammar), maturation (some possible adult
Although the importance of a positive result (typically grammars cannot be part of the child’s early hypotheses),
the presentation of a model shown as the proof of the exist-and so on. A principled investigation of the effects of such
ence of a learning algorithm with the desired properties) isrestrictions on identification in the limit can be found in Jain
obvious, it must not be overlooked that negative results canet al. (forthcoming). At the time of writing, however, devel-
be just as useful. In fact, as explained earlier, such result®spmental psycholinguists have not reached the kind of con-
can be used to eliminate whole classes of theories that argsensus on A that was reached on M.
descriptively but not explanatorily adequate. As for the L component, it must be noted that no existing
Most recent FTLAs assume that, in human language FTLA is based on a formal definition of the class of human
learning, M consists of unordered and simple positive evi- languages quite simply because such a definition is cur-
dence. This assumption rests on twenty years of research imently unavailable. Indeed, some have even argued against
developmental psycholinguistics (reviewed in Marcus the scientific relevance of formally defining a language as a
1993), pointing to the conclusion that children receive a set of strings (Chomsky 1986). In practice, although ulti-
largely grammatical set of simple sentences from their tar-mately an FTLA would have to explain the child’s ability to
get language with very little or no reliable instruction on learn every aspect of a target language, most existing
what sentences are ungrammatical. FTLAs have respected the division of labor that is tradi-
The criterion of success C that has been most com-tional in linguistics, so that there now are formal theories of
monly adopted isdentification in the limi{Gold 1967): a  the acquisition oBYNTAX, acquisition ofPHONOLOGY and
learner is successful if and only if, for every language in acquisition of word meaning.
L, it eventuallystabilizes on a grammar that is equivalent ~ Within the domain of syntax, for example, several very
to that of all the other speakers of that language (i.e., itbroad results have been established with respect to classes
yields the same grammaticality judgments and assigns toof languages generated by formal grammars. Positive

mation is presented to the learner.
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learnability results have been established for the class of mar in Early AcquisitionHillsdale, NJ: Erlbaum, pp. 313-
languages generated by suitably restricted Transforma- 330.

tional Grammars (Wexler and Culicover 1980), the class Pinker, S. (1987). The bootstrapping problem in language acqui-
generated by rigidccATEGORIAL GRAMMARS (Kanazawa sition. In B. MacWhinney, Ed.Mechanisms of Language
1994), and the class generated by a recently introducedpriAcq“'s't'on'H'”Sda'e’ NJ: Erlbaum, pp. 399-441.

. , nce, A., and P. Smolensky. (1998)ptimality Theory: Con-
g_cgg]?"’)‘l'sm based on Chomsky'siNiMALISM  (Stabler straint Interaction in Generative Grammarechnical Report,

; . o Center for Cognitive Science, Rutgers University, New Brun-
It is an open question whether this division of labor can  gyick, NJ.

be recommended. Indeed, sevarahformaltheories have  stabler, E. (1997). Acquiring and Parsing Languages with Move-
advocated one form or other lobotstrappingthe view that ment. Unpublished manuscript, University of California, Los

the acquisition of any one of these domains aids and must be Angeles.

aided by the acquisition of the other domains (see PinkerTesar, B., and P. Smolensky. (Forthcoming). The learnability of
1987; Gleitman 1990; Mazuka 1996 fEmantic, syntactic, (L)'ptlma‘:!tlehe.ory: an algorithm and some complexity results.
andprosodic bootstrappingespectively). Linguistic Inquiry. .

Many current FTLAs try to sidestep the problem of the Vaha]tnttr,] LAng2179-8141)'3£ tlhliozry of the learnab@mmunications
unavailqbility of a f_ormal characterization of L in two We?der,eK., and P. W, C;Iicovér. (198@prmal Principles of Lan-
ways, either by epr.|C|tIy modeling only the fragments of guage AcquisitionCambridge, MA: MIT Press.
their intended domain (syntax, phonologgMANTICS) for
which a formal grammar is available or by providing a
meta-analysis of the learnability propertiesg@brycllass __Further Readings
of languages that can be generated, assuming various kinds
of innate restrictions on the possible range of variation of Berwick, R. (1985).The Acquisition of Syntactic Knowledge.
human languages (as dictated, for exampledeRTY OF Cambridge, MA: MIT Press. o .

THE STIMULUS ARGUMENTS, see alSaINGUISTIC UNIVER- Bertolo, S. (1995). Maturation and learnability in parametric sys-

) tems.Language Acquisitiod(4): 277-318.
e o Bl s o etBLE b, . (190 Aduancs i h computatona sty o
y P guage acquisitiorCognition61: 1-38.

Hypothesis (Chomsky 1981) or GPTIMALITY THEORY Clark, R. (1992). The selection of syntactic knowledgaguage
(Prince and Smolensky 1993). For reviews of such analy-  acquisition2(2): 83-149.

ses, see Bertolo (forthcoming) and Tesar and SmolenskyClark, R., and I. Roberts. (1993). A computational model of lan-
(forthcoming), respectively. It is instructive to note that guage learnability and language changiguistic Inquiry
exactly the same kind of meta-analysis can be achieved 24(2): 299-345.

also in connectionist models (SREURAL NETWORKS and Clark, R. (1993). Finitude, boundedness and complexity. Learn-

CONNECTIONISTAPPROACHESTO LANGUAGE) When certain ability and the study of first language acquisition. In B. Lust, G.
principled restrictions are imposed on their architecture ~ Hermon, and J. Komnfilt, EdsSyntactic Theory and First Lan-
(Kremer 1996). guage Acquisition: Cross Linguistic Perspectivéslisdale,

NJ: Erlbaum, pp. 473-489.
Clark, R. (1996a)Complexity and the Induction of Tree Adjoin-

—Stefano Bertolo ing Grammars.TechReport IRCS-96-14, University of Penn-

sylvania.
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Pinker, S. (1984)Language Learnability and Language Develop- appendix is a vestigial trait—a trace of an earlier process of
ment.Cambridge, MA: Harvard University Press. adaptation.

Wacholder, N. (1995)Acquiring Syntactic Generalizations from Some authors distinguish adaptations from exaptations
P.‘t)s't']YeN EV'?(e”kce' An HPSG Mod@h.D. diss., City Univer-  (Goyld and Vrba 1982). A trait is an exaptation if it is an
Sity of New vork. . adaptation for one purpose but is now used for a different

Wexler, K., and R. Manzini. (1987). Parameters and learnability in purpose. It is unlikely that feathers evolved from scales

binding theory. In T. Roeper and E. Williams, Ed#arameter . .
Setting.Dordrt)e/cht: Reidell.o ’ because they helped the ancestors of birds to fly better. It is

Wu, A. (1994).The Spell-Out Parameters: A Minimalist Approach thought that they evolved as insulation and were only later
to SyntaxPh.D. diss., University of California, Los Angeles. exapted for flight. Other authors doubt the value of the
exaptation concept (Griffiths 1992; Reeve and Sherman
o 1993). The importance of the concept of adaptation in biol-
Acqu|s|t|0n of Language ogy is that it explains many traits of the organisms we see
around us. It explains not only how traits first arose but also
why they persisted and why they are still here. If we want to
understand why there are so many feathers in the world,
their later use in flight is as relevant as their earlier use in
thermoregulation.

The adaptation concept underwrites the continuing use of
teleology in biology, something that distinguishes life sci-
SeePHONOLOGY, ACQUISITION OF ences from the physical sciences (Allen, Bekoff, and Lauder

1997). Adaptations have biological purposes or functions—

the tasks for which they are adaptations. Hemoglobin is
Acquisition of Semantics meant to carry oxygen to the tissues. It is not meant to stain
the carpet at murder scenes, although it does this just as reli-
ably. Some authors use the term teleonomy to distinguish
adaptive purposes from earlier concepts of natural purpose.
The fact that the adaptation concept can create naturalistic
distinctions between function and malfunction or normal

SEeeNNATENESSOF LANGUAGE; LANGUAGE ACQUISITION

Acquisition of Phonology

SEeeSEMANTICS, ACQUISITION OF

ACC]UISItIOI’] of Syntax and abnormal has made it of the first interest to cognitive
science. Several authors have used the adaptation concept in
SeesYNTAX, ACQUISITION OF analyses ONTENTIONALITY .

To identify an adaptation it is necessary to determine the
selective forces responsible for the origins and/or mainte-
Action nance of a trait. This requires understanding the relationship
between organism and environment, something more oner-
ous than is typically recognized (Brandon 1990). Some biol-
ogists think this task so onerous that we will frequently be
unable to determine whether traits are adaptations and for
what (Gould and Lewontin 1978; Reeve and Sherman
; i 1993). Others argue that we can successfully engage in both
Adaptatlon and Adaptatlomsm reverse engineering—inferring the adaptive origins of
observed traits—and adaptive thinking—inferring what
In current usage a biological adaptation is a trait whoseadaptations will be produced in a particular environment
form can be explained by natural selection. The blink reflex, (Dennett 1995; Dawkins 1996). Many advocateswafLu-
for example, exists because organisms with the reflex wereTIONARY PSYCHOLOGY believe that adaptive thinking about
fitter than organisms without this adaptation to protect the the human mind has heuristic value for those who wish to
eyes. Biological adaptation must be distinguished from know how the mind is structured (Cosmides, Tooby, and
physiological adaptation. The fact that human beings canBarkow 1992).
form calluses when their skin is subjected to friction is  Adaptationism is the name given by critics to what they
probably a biological adaptation, but the particular callus see as the misuse of the adaptation concept. Steve Orzack
caused by my hedge-trimmers is not. The location and formand Elliot Sober (1994) distinguish three views about adap-
of this particular callus cannot be explained by the differen- tation: first, that adaptation is ubiquitous, meaning that most
tial reproduction of heritable variants, that is, by natural traits are subject to natural selection; second, that adaptation
selection. Adaptationis still used in its nonevolutionary is important: a “censored” model that deliberately left out
sense in disciplines such as exercise physiologyadeap- the effects of natural selection would make seriously mis-
tive traitis one that currently contributes to the fitness of an taken predictions about evolution; and third, that adaptation
organism. The ability to read is highly adaptive, but is is optimal: a model censored of all evolutionary mecha-
unlikely to be an adaptation. Reading is probably a sidenisms except natural selection could predict evolution accu-
effect of other, more ancient cognitive abilities. There are rately. Most biologists accept that natural selection is
also adaptations that are no longer adaptive. The humarubiquitous and important. In Orzack and Sober’s view the

SeeEPIPHENOMENALISM, MOTOR CONTROL;, MOTOR LEARN-
ING; WALKING AND RUNNING MACHINES




4 Affordances

distinctive feature of adaptationism is the thesis that organ- Barkow, L. Cosmides, and J. Tooby, Edhe Adapted Mind:
isms are frequently optimal. They argue that the adaptation- Evolutionary Psychology and the Generation of Culture.
ist thesis should be empirically tested rather than assumed. Oxford: Oxford University Press, pp. 3-15.

Other authors, however, argue that adaptationism is not arPawkins, R. (1996).Climbing Mount Improbable.London:
empirical thesis, but a methodological one. Optimality con- __VKing.

cepts provide a well defined goal which it is equally illumi- Degrﬁt),n Izhdcéc(hll?ssgDarwms Dangerous IdeaNew  York:

nating to see_organisms reach or to fall short of. Byilding Goodwin, B. C. (1994)How the Leopard Changed its Spots: The
models that yield the observed phenotype as an optimum is  gyojution of ComplexityjNew York: Charles Scribner and Sons.
thg best way to identify all sorts.of factors acting in the evo- Gould, J. A., and E. S. Vrba. (1982). Exaptation—a missing term
lutionary process (Maynard-Smith 1978). in science of formPaleobiology8: 4-15.

There are several strands to antiadaptationism. One isGould, S. J., and R. Lewontin. (1978). The Spandrels of San Marco
the claim that many adaptive explanations have been and the Panglossian Paradigm: a critique of the adaptationist
accepted on insufficient evidence. Adaptationists claim that ggolgrggwsmeProceedmgs of the Royal Society of Lon@05:
the complexity and functionality of traits is sufficient to e _ o . .
establish both that they are adaptations and what they ar@r?’r’ Efn%n Elf?gr?diz:thna’fnli eraé"”férﬁifr'}'qSe.f:JQg a%?jr?_id%m
adaptations for (Williams 1966). Antiadaptationists argue 9 gn. PR Ay o

. . . - . Pulliam, Eds.Foraging BehaviorNew York: Plenum Press, pp.
that adaptive scenarios do not receive confirmation merely  gg 140 Foraging PP

from being qualitatively consistent with the observed trait. Grifiiths, P. E. (1992). Adaptive explanation and the concept of a
Some are also unsatisfied with quantitative fit between an vestige. In P. E. Griffiths, EdEssays on Philosophy of Biology.
adaptive model and the observed trait when the variables Dordrecht: Kluwer, pp. 111-131.

used to obtain this fit cannot be independently tested (GrayGriffiths, P. E. (1996). The historical turn in the study of adapta-
1987). Many antiadaptationists stress the need to use quan- tion. British Journal for the Philosophy of Scien¢g(4): 511
titative comparative tests. Independently derived evolution- ~ 532. .

ary trees can be used to test whether the distribution of d1arvey, P. H., and M. D. Pagel. (199The Comparative Method
trait in a group of species or populations is consistent with Lev'vrl)r'ft‘i’r?lLg'ogar({gégl)o%'?frﬂrs%%Bogdn\%rno"r’%z% ITrrlelis-Plotkin
the adaptive hypothesis (Brooks and McLennan 1991; Har- R, - 219 \ ' '

. o Ed., Learning, Development, Culturdew York: Wiley, pp.
vey and Pagel 1991). Other strands of antiadaptationism are 157_170. g, bevelop Hreew ey pp

concerned with broader questions about what biology | ewontin, R. C. (1983). The organism as the subject and object of
should be trying to explain. Biology might focus on evolution.Scientiall8: 65-82.

explaining why selection is offered a certain range of alter- Maynard Smith, J. (1978). Optimisation theory in evolution.
natives rather than explaining why a particular alternative is  Annual Review of Ecology and Systemaic31-56.

chosen. This would require greater attention to develop-Orzack, S. E., and E. Sober. (1994). Optimality models and the test
mental biology (Smith 1992; Amundson 1994; Goodwin of adaptationismAmerican Naturalisi43: 361-380.

1994). Another antiadaptationist theme is the importance ofR€éve, H. K., and P. W. Sherman. (1993). Adaptation and the goals
history. The outcome of an episode of selection reflects the if g\zlolutlonary researciQuarterly Review of Biolog8 (1):
resourc?s the °r9a“'sm brings with 'f[ from the past, as We”Schank,' J. C., and W. C. Wimsatt. (1986). Generative entrench-
as the “problem” posed by the environment (Schank and ™ ent and evolutionProceedings of the Philosophy of Science
Wimsatt 1986; Griffiths 1996). Finally, antiadaptationists Associatiorvol 2: 33-60.

have questioned whether the environment contains adaptivesmith, K. C. (1992). Neo-rationalism versus neo-Darwinism: inte-
problems that can be characterized independently of the grating development and evolutidBiology and Philosophy:
organisms that confront them (Lewontin 1982; Lewontin ~ 431-452.

1983). Williams, G. C. (1966)Adaptation and Natural SelectioRrince-
See alSOALTRUISM; EVOLUTION; SEXUAL ATTRACTION, ton: Princeton University Press.
EVOLUTIONARY PSYCHOLOGYOF; SOCIOBIOLOGY
—Paul Griffiths Affordances
The termaffordancewas coined byAMES JEROMEGIBSON
References to describe the reciprocal relationship between an animal
Allen, C., M. Bekoff, and G. V. Lauder, Eds. (199¥ature’s Pur- and its environment, and it subsequently became the cen-
poses: Analyses of Function and Design in BioloQgm- tral concept of his view of psychology, treological
bridge, MA: MIT Press. approach (Gibson 1979; Reed 1996; 5€6LOGICAL PSY-

Amundson, R. (1994). Two concepts of constraint: adaptationism cjoLoGY). An affordance is a resource or support that the
and the challenge from developmental bioldgilosophy of  anyironment offers an animal; the animal in turn must pos-
Scienceb1(4): 556-578. sess the capabilities to perceive it and to use it. “The affor-

Brandon, R. (1990Adaptation and Environmer®rinceton: Prin- . - .
ceton University Press. dances of the environment are what it offers animals, what

Brooks, D. R., and D. A. McLennan. (199Phylogeny, Ecology It Provides or furnishes, for good or ill" (Gibson 1977).
and BehaviorChicago: University of Chicago Press. Examples of affordances include surfaces that provide

Cosmides, L., J. Tooby, and J. H. Barkow. (1992). Introduction: SUpport, objects that can be manipulated, substances that
evolutionary psychology and conceptual integration. In J. H. can be eaten, climatic events that afford being frozen, like



Affordances 5

a blizzard, or being warmed, like a fire, and other animals mal to contact a surface or a target object was described by
that afford interactions of all kinds. The properties of these Lee (1980), who showed that such information for an
affordances must be specified in stimulus information. observer approaching a surface could be expressed as a con-
Even if an animal possesses the appropriate attributes andtant,t. The information is used in controlling locomotion
equipment, it may need to learn to detect the information during braking and imminent collision by humans (Lee
and to perfect the activities that make the affordance use-1976) and by other animals (Lee and Reddish 1981; Lee,
ful—or perilous if unheeded. An affordance, once Reddish, and Rand 1991). Effective information for heading
detected, is meaningful and has value for the animal. It is(the direction in which one is going) has been described by
nevertheless objective, inasmuch as it refers to physicalWarren (1995) in terms of the global radial structure of the
properties of the animal's niche (environmental con- velocity field of a layout one is moving toward.

straints) and to its bodily dimensions and capacities. An  Research on the action systems called into play and their
affordance thus exists, whether it is perceived or used orcontrollability in utilizing an affordance has been the sub-
not. It may be detected and used without explicit aware- ject of study for reaching, standing upright, locomotion,
ness of doing so. steering, and so on. (Warren 1995). The control of reaching

Affordances vary for diverse animals, depending on the and grasping by infants presented with objects of diverse
animal’s evolutionary niche and on the stage of its develop-sizes shows accommodation of action to the object’s size
ment. Surfaces and substances that afford use or are dangeaind shape by hand shaping, use of one or both arms, and so
ous for humans may be irrelevant for a flying or swimming forth (see Bertenthal and Clifton 1997 for many details).
species, and substances that afford eating by an adult of th®esearch of the specification of the affordance in stimulus
species may not be appropriate for a member in a larvalinformation, and on control of action in realizing the affor-
stage. The reciprocal relationship between the environmen-dance, converges in demonstrating that behavior is prospec-
tal niche and a certain kind of animal has been dubbed theive (planned and intentional) and that stimulus information
“animal-environment fit.” permits this anticipatory feature.

Utilization of an affordance implies a second reciprocal 3. How do affordances develop cognitively and behav-
relationship between perception and action. Perception pro-orally? Developmental studies of affordances, especially
vides the information for action, and action generates conseduring the first year, abound (Adolph, Eppler, and Gibson
guences that inform perception. This information may be 1993). The behavior of crawling infants on a visual cliff
proprioceptive, letting the animal know how its body is per- (Gibson and Walk 1960) suggests that even infants perceive
forming; but information is also exteroceptive, reflecting the the affordances of a surface of support and avoid traversal of
way the animal has changed the environmental context withan apparent drop at an edge. Subsequent research has shown
respect to the affordance. Perceiving this relationship allowsthat duration of crawling experience is significantly related
adaptive control of action and hence the possibility of con-to dependable avoidance of the cliff, supporting other
trolling environmental change. research demonstrating thatARNING plays a role in

It is the functioning and description of the animal-envi- detecting and responding effectively to many affordances, at
ronment encounter that is at the heart of research on afforfeast in humans. Development of action systems and
dances. Research has addressed three principal questions:increased postural control instigate the emergence of new

1. Do human adults actually perceive affordances in affordance-related behavior. Babies begin toA@gNTION
terms of task constraints and bodily requirements? The realto objects and make exploratory reaches toward them as
ity of perceptual detection of an animal-environment fit has posture gradually enables reaching out and making contact
been verified in experiments on adult humans passingwith their surfaces (Eppler 1995).
through an aperture, reaching for objects with their own As an infant learns about the constraints involved in the
limbs or tools, judging appropriate stair heights for climb- use of some affordance, learning may at first be relatively
ing, chair heights for sitting, and so forth. J. J. Gibson said domain specific. Research by Adolph (1997) on traversal of
that “to perceive the world is to coperceive oneself.” In that sloping surfaces by crawling infants demonstrates that
case, actors should perceive their own body dimensions andearning which slopes are traversable and strategies for suc-
powers in relation to the requirements of the relevant envi- cessful traversal of them is not transferred automatically to
ronmental resource or support. Warren and Whang (1987)traversal of the same slopes when the infant first begins
investigated adults’ judgments of aperture widths relative to upright locomotion. New learning is required to control the
their own body dimensions. Both wide- and narrow-shoul- action system for walking and to assess the safety of the
dered adults rotated their shoulders when doorways weredegree of slope. Learning about affordances is a kind of per-
less than 1.3 times their own shoulder width. Scaling of the ceptual learning, entailing detection of both proprioceptive
environment in terms of the natural yardstick of eye-height and exteroceptive information. The learning process
(Mark 1987; Warren 1984) has also been demonstrated.  involves exploratory activity, observation of consequences,

2. Can stimulus information specifying an affordance be and selection for an affordance fit and for economy of both
described and measured? Can controlled actions of an anispecifying information and action.
mal preparing for and acting on an affordance be observed The concept of affordance is central to a view of psy-
and measured? Gibson (1950) paved the way for thischology that is neither mentalism nor stimulus-response
research by describing the optic flow field created by one’s BEHAVIORISM, focusing instead on how an animal interacts
own locomotion when flying a plane. The specification by with its environment. Furthermore, the concept implies nei-
optical stimulus information of the time for a moving ani- ther nativism nor empiricism. Rather, genetic constraints
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characteristic of any particular animal instigate exploratory Aging and Cognition
activity that culminates in learning what its environment

affords for it.

See alSOCOGN|T|VE ART”:ACTS; DOMA|N'SPEC|F|C|TY, Any diSCUSSiOh Of the I’e|ati0ns betWeen aging and COgnition
HUMAN NAVIGATION: INFANT COGNITION. PERCEPTUAL must acknowledge a distinction between two types of cogni-
DEVELOPMENT, SITUATEDNESSEMBEDDEDNESS tion that are sometimes referred toflagd andcrystallized

cognitive abilities (Cattell 1972) ONTELLIGENCE. Fluid
—Eleanor J. Gibson, Karen Adolph, and Marion Eppler abilities include various measures of reasoning (including
both CAUSAL REASONING and DEDUCTIVE REASONING),
References MEMORY, and spatial performance, and can be characterized
as reflecting the efficiency of processing at the time of
Adolph, K. E. (1997)Learning in the Development of Infant Loco-  assessment. In contrast, crystallized abilities are evaluated
gg\t/'glgb migﬁgraphs of the Society for Research in Child \ith measures of word meanings, general information, and
Adolph. K. E.. M. A E ler. and E. J. Gibson. (1993). Develop- other forms of knowledge, and tgnd to (eflect the accumu-
mpent of perception gfpaffordances. In C. Rov(ee-CcZIIier and ?_ lated proqupts .Of processing carried out in the past.. e
P. Lipsitt, Eds. Advances in Infancy Researdtorwood, NJ: ~ The distinction between these two types of abilities is
Ablex Publishing Co., pp. 51-98. important because the relations of age are quite different for

Bertenthal, B. ., and R. Clifton. (1997). Perception and action. In the two forms of cognition. That is, performance on crystal-
D. Kuhn and R. Siegler, Edddandbook of Child Psychology lized measures tends to remain stable, or possibly even

Vol. 2. New York: Wiley. increase slightly, across most of the adult years, whereas
Eppler, M. A. (1995). Development of manipulatory skills and increased age is associated with decreases in many measures
deployment of attentiorinfant Behavior and Developmeh8: of fluid cognition. In large cross-sectional studies age-related
391-404. declines in fluid abilities are often noticeable as early as the

Gibson, E. J., and R. D. Walk. (1960). The “visual clicientific
American202: 64-71.
Gibson, J. J. (1950 he Perception of the Visual WorlBoston:

decade of the thirties, and the magnitude of the difference
across a range from twenty to seventy years of age is fre-

Houghton Mifflin. guently one to two stanqard devia_ltipn unit_s. Although th(_e
Gibson, J. J. (1977). The theory of affordances. In R. Shaw and Javerage trends can be quite large, it is also important to point

Bransford, Eds.Perceiving, Acting and Knowindlew York: out that individual differences are substantial because chro-

Wiley, pp. 67-82. nological age by itself seldom accounts for more than 20 to
Gibson, J. J. (1979)The Ecological Approach to Visual Percep- 30 percent of the total variance in the scores.

tion. Boston: Houghton Mifflin. The vast majority of the research in the area of aging and
Lee, D. N. (1976). A theory of visual control of braking based on cognition has focused on fluid abilities. There appear to be

information about time-to-collisiorRerception5: 437-459. two primary reasons for this emphasis. First, many research-

Lee, D. N. (1980). The optic flow field: the foundation of vision.

Philosophical Transactions of the Royal SOCIBO0: 169 ers probably belleye that explanations are clearly needed to
179, account 'flor the differences that haye been repqrted (as in
Lee, D. N., and P. E. Reddish. (1981). Plummeting gannets: paraflUid abilities), but that a lack of a difference (as in crystal-
digm of ecological optics\ature293: 293—294. lized abilities) does not necessarily require an explanation.
Lee, D. N., P. E. Reddish, and D. T. Rand. (1991). Aerial docking And second, because fluid abilities are assumed to reflect
by hummingbirdsNaturwissenschaffter8: 526-527. the individual's current status, they are often considered to
Mark, L. S. (1987). Eyeheight-scaled information about affor- be of greater clinical and practical significance than crystal-
dances: a study of sitting and stair climbidgurnal of Experi-  lized abilities that are assumed to represent the highest level

gn8e3ntglogsychology: Human Perception and PerformahBe  the individual achieved at an earlier stage in his or her life.
e . . . Both distal and proximal interpretations of the age-
Resg}slizt' (é?:fs)zncountermg the WorldNew York: Oxford Uni- o ateq decline in fluid cognitive abilities have been pro-
Warren, )\/N H., jr. (1984). Perceiving affordances: visual guidancepos.ed' D'Stal !nte.rpreta’tlons focus on factors frqm earlier
of stair climbing.Journal of Experimental Psychology: Human P€riods in the individual's life that may have contributed to
Perception and Performande®: 683—703. his or her level of performance at the current time. Exam-
Warren, W. H., Jr. (1995). Self-motion: visual perception and Ples are speculations that the age-related declines are attrib-
visual control. In W. Epstein and S. Rogers, Bestgeption of utable to historical changes in the quantity or quality of
Space and MotiorNew York: Academic Press, pp. 263—325. education, or to various unspecified cultural characteristics
Warren, W. H., Jr., and S. C. Whang. (1987). Visual guidance of that affect cognitive performance. In fact, comparisons of
walking through apertures: body-scaled information for affor- the scores of soldiers in World War Il with the norms from
o_lances.]ournal of Experimental Psychology: Human Percep- \aorid War | (Tuddenham 1948), and a variety of time-lag
tion and Performancé3: 371-383. comparisons reported by Flynn (1987), suggest that the
average level of cognitive ability has been improving across
successive generations. However, the factors responsible for
these improvements have not yet been identified (see
Neisser 1997), and questions still remain about the implica-
See INTELLIGENT AGENT ARCHITECTURE RATIONAL tions of the positive time-lag effects for the interpretation of
AGENCY cross-sectional age differences in cognitive functioning (see

Agency
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Salthouse 1991). Hypotheses based on differential patternslynn, J. R. (1987). Massive |IQ gains in 14 nations: what 1Q tests
of activity and the phenomenon of disuse can also be classi- really measurePsychological Bulletiri01: 171-191.

fied as distal because they postulate that an individual’s cur-Neisser, U. (1997). Rising scores on intelligence téstserican
rent level of performance is at least partially affected by the __Scientisi8s: 440-447. . . o
nature and amount of activities in which he or she hasSaIthouse, T. A. (1991)Theoretical Perspectives on Cognitive

. L Aging.Mahwah, NJ: Erlbaum.
engaged over a period of years. Although experientially althouse, T. A. (1996). Constraints on theories of cognitive aging.

based interpretations are very popular among the genera Psychonomic Bulletin and Revi@y287—299.

public (as exemplified in the cliché “Use it or lose it") and Tuddenham, R. D. (1948). Soldier intelligence in World Wars | and
among many researchers, there is still little convincing evi-  |I. American Psychologis: 54-56.

dence for this interpretation. In particular, it has been sur-
prisingly difficult to find evidence of interactions of age and Further Readings
quality or quantity of experience on measures of fluid cog- ) )
nitiveyabili'?ies tha)tlt Woulg be consistent with the view thaq[ Blan_tt:_harc(iz-rl?elds, .F":(;‘dl E M('j Hezs.p‘(l_ggmr.sp\)(ecﬂyel\i OC? Cog-
age-related declines are minimized or eliminated among ﬂ”'lve ange in Adulthood and Aginjew York: McGraw-
|nd|V|du_aIs W[th extensive amounts of relevant €xperience. craik F 1. M., and T. A. Salthouse. (1998)andbook of Aging
Pr.o.><|mal interpretations qf age—relateq (_:hfferences iN" and CognitionMahwah, NJ: Erlbaum.
cognitive functioning emphasize characteristics of process-
ing at the time of assessment that are associated with th ; ;
observed levels of cognitive performance. Among the proxi- %gmg’ Memory’ and the Brain
mal factors that have been investigated in recent years are
differences in the choice or effectiveness of particular strate-Memory is not a unitary function but instead encompasses
gies, differences in the efficiency of specific processing a variety of dissociable processes mediated by distinct
components, and alterations in the quantity of some type oforain systemsExplicit or declarative memory refers to
processing resource (such W®RKING MEMORY, ATTEN- the conscious recollection of facts and events, and is
TION, or processing speed), presumed to be required forknown to critically depend on a system of anatomically
many different types of cognitive tasks. Hypotheses basedelated structures that includes thePPoOCAMPUS and
on speculations about the neuroanatomical substrates o&djacent cortical regions in the medial temporal lobe. This
cognitive functioning (such as dopamine deficiencies or domain of function contrasts with a broad class of mem-
frontal lobe impairments) might also be classified as proxi- ory processes involving the tuning or biasing of behavior
mal because they have primarily focused on linking age-as a result of experience. A distinguishing feature of these
related changes in biological and cognitive characteristics,implicit or nondeclarativeforms of memory is that they
and not in speculating about the origins of either of thosedo not rely on conscious access to information about the
differences. However, not all neurobiological mechanisms episodes that produced learning. Thus, implicit memory
are necessarily proximal because some may operate t@roceeds normally independent of the medial temporal
affect the susceptibility of structures or processes to changesobe structures damaged in amnesia. Although many
that occur at some time in the future. important issues remain to be resolved concerning the
A fundamental issue relevant to almost all proximal organization of multiple memory systems in the brain,
interpretations concerns the number of distinct influencesthis background of information has enabled substantial
that are contributing to age-related differences in cognitive progress toward defining the neural basis of age-related
functioning. Moderate to large age-related differences havecognitive decline.
been reported on a wide variety of cognitive variables, and Traditionally, moderate neuron death, distributed dif-
recent research (e.g., Salthouse 1996) indicates that only #usely across multiple brain regions, was thought to be an
relatively small proportion of the age-related effects on a inevitable consequence of aging. Seminal studies by Brody
given variable are independent of the age-related effects or{(1955) supported this view, indicating neuron loss
other cognitive variables. Findings such as these raise th@rogresses gradually throughout life, totaling more than 50
possibility that a fairly small number of independent causal percent in many cortical areas by age ninety-five (Brody
factors may be responsible for the age-related differencesl955, 1970). Although not all regions of the brain seemed to
observed in many variables reflecting fluid aspects of cogni- be affected to the same degree, significant decreases in cell
tion. However, there is still little consensus regarding the number were reported for both primary sensory and associa-
identity of those factors or the mechanisms by which they tional areas of cortex. Thus, the concept emerged from early

exert their influence. observations that diffusely distributed neuron death might
See alsOAGING AND MEMORY; COGNITIVE DEVELOP- account for many of the cognitive impairments observed

MENT; EXPERTISE INFANT COGNITION; WORD MEANING, during aging (Coleman and Flood 1987).

ACQUISITION OF In recent years, the application of new and improved

methods for estimating cell number has prompted substan-
tial revision in traditional views on age-related neuron loss.
A primary advantage of these modern stereological tech-

References nigues, relative to more traditional approaches, is that they
Cattell, R. B. (1972).Abilities: Their Structure, Growth, and are specifically designed to yield estimates of total neuron
Action. Boston: Houghton Mifflin. number in a region of interest, providing an unambiguous

—Timothy Salthouse
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measure for examining potential neuron loss with age (Westappears to preferentially affect subcortical brain struc-
1993a). Stereological tools have been most widely appliedtures, sparing many cortical regions. Defining the cell bio-
in recent studies to reevaluate the effects of age on neuromogical mechanisms that confer this regional vulnerability
number in the hippocampus. In addition to the known or protection remains a significant challenge.

importance of this structure for normal explicit memory, Research on the neuroanatomy of cognitive aging has
early research using older methods suggested that the hipalso examined the possibility that changes in connectivity
pocampus is especially susceptible to age-related cell deathmight contribute to age-related deficits in learning and
and that this effect is most pronounced among aged subjectsnemory supported by the hippocampus. The entorhinal cor-
with documented deficits in hippocampal-dependent learn- tex originates a major source of cortical input to the hippoc-
ing and memory (Issa et al. 1990; Meaney et al. 1988). Theampus, projecting via the perforant path to synapse on the
surprising conclusion from investigations using stereologi- distal dendrites of the dentate gyrus granule cells, in outer
cal techniques, however, is that the total number of principalportions of the molecular layer. Proximal dendrites of the
neurons (i.e., the granule cells of the dentate gyrus, andyranule cells, in contrast, receive an intrinsic hippocampal
pyramidal neurons in the CA3 and CAL fields) is entirely input arising from neurons in the hilar region of the dentate
preserved in the aged hippocampus. Parallel results havgyrus. This strict laminar segregation, comprised of non-
been observed in all species examined, including rats, mon-overlapping inputs of known origin, provides an attractive
keys and humans (Peters et al. 1996; Rapp 1995; Rapp anchodel for exploring potential age-related changes in hip-
Gallagher 1996; Rasmussen et al. 1996; West 1993b)pocampal connectivity. Ultrastructural studies, for example,
Moreover, hippocampal neuron number remains normal have demonstrated that a morphologically distinct subset of
even among aged individuals with pronounced learning andsynapses is depleted in the dentate gyrus molecular layer
memory deficits indicative of hippocampal dysfunction during aging in the rat (Geinisman et al. 1992). Moreover,
(Peters et al. 1996; Rapp 1995; Rapp and Gallagher 1996the magnitude of this loss in the termination zone of the
Rasmussen et al. 1996). Contrary to traditional views, theseentorhinal cortex is greatest among aged subjects with docu-
findings indicate that hippocampal cell death is not an inevi- mented deficits on tasks sensitive to hippocampal damage,
table consequence of aging, and that age-related learningnd in older animals that display impaired cellular plasticity
and memory impairment does not require the presence ofin the hippocampus (de Toledo-Morrell, Geinisman, and

frank neuronal degeneration. Morrell 1988; Geinisman, de Toledo-Morrell, and Morrell
Quantitative data on neuron number in aging are not1986).
yet available for all of the brain systems known to partici-  The same circuitry has been examined in the aged mon-

pate inLEARNING andMEMORY. However, like the hippoc-  key using confocal laser microscopy to quantify the density
ampus, a variety of other cortical regions also appear toof N-methyl-D-aspartate (NMDA) and non-NMDA receptor
maintain a normal complement of neurons during non- subunits. Aged monkeys display a substantial reduction in
pathological aging. This includes dorsolateral aspects of NMDA receptor labeling that is anatomically restricted to
the prefrontal cortex that participate in processing spa-outer portions of the molecular layer that receive entorhinal
tiotemporal attributes of memory (Peters et al. 1994), andcortical input (Gazzaley et al. 1996). The density of non-
unimodal visual areas implicated in certain forms of NMDA receptor subunits is largely preserved. Although the
implicit memory function (Peters, Nigro, and McNally impact of this change on cognitive function has not been
1997). By contrast, aging is accompanied by substantialevaluated directly, the findings are significant because
subcortical cell loss, particularly among neurochemically NMDA receptor activity is known to play a critical role in
specific classes of neurons that originate ascending pro-cellular mechanisms of hippocampal plasticity (i.e., LTP).
jections to widespread regions of the cortex. Acetylcho- Thus, a testable prediction derived from these observations
line containing neurons in the basal forebrain have beenis that the status of hippocampal-dependent learning and
studied intensively in this regard, based partly on the memory may vary as a function of the magnitude of NMDA
observation that this system is the site of profound degen-receptor alteration in the aged monkey. Studies of this sort,
eration in pathological disorders of aging such as Alzhei- combining behavioral and neurobiological assessment in the
mer’s disease. A milder degree of cholinergic cell loss is same individuals, are a prominent focus of current research
also seen during normal aging, affecting cell groups thaton normal aging.

project to the hippocampusMYGDALA, and neocortex A solid background of evidence now exists concerning
(Armstrong et al. 1993; de Lacalle, Iraizoz, and Ma the nature, severity and distribution of structural alterations
Gonzalo 1991; Fischer et al. 1991; Stroessner-Johnsonjn the aged brain. The mechanisms responsible for these
Rapp, and Amaral 1992). Information processing func- changes, however, are only poorly understood. Molecular
tions mediated by these target regions might be substanbiological techniques are increasingly being brought to bear
tially disrupted as a consequence of cholinergic on this issue, revealing a broad profile of age-related effects
degeneration, and, indeed, significant correlations havewith significant implications for cell structure and function
been documented between the magnitude of cell loss anqdSugaya et al. 1996). Although incorporating these findings
behavioral impairment in aged individuals (Fischer et al. within a neuropsychological framework will undoubtedly
1991). Together with changes in other neurochemically prove challenging, current progress suggests that molecular,
specific projection systems, subcortical contributions to neural-systems, and behavioral levels of analysis may soon
cognitive aging may be substantial. These findings alsoconverge on a more unified understanding of normal cogni-
highlight the concept that neuron loss during normal aging tive aging.
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See als®GING AND COGNITION; IMPLICIT VS. EXPLICIT Rapp, P. R. (1995). Cognitive neuroscience perspectives on aging
MEMORY; LONG-TERM POTENTIATION, WORKING MEMORY, in nonhuman primates. In T. Nakajima and T. Ono, E&®o-
NEURAL BASIS OF tion, Memory and Behavioftokyo: Japan Scientific Societies

Press, pp 197-211.
—Peter Rapp Rapp, P. R., and M. Gallagher. (1996). Preserved neuron number in
the hippocampus of aged rats with spatial learning defiits.
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mostly just presented material, asked multiple-choice ques-tutoring systems, many intelligent environments have
tions, and branched to further presentations depending orbeen built and used for real educational and training
the student’s answer (Dick and Carey 1990). needs.

The next generation of tutoring systems (called Intelli-  Other applications of Al in education include (1) using
gent CAl or Intelligent Tutoring Systems) were based on Al planning technology to design instruction; (2) using
building knowledge of the subject matter into the com- student modeling techniques to assess students’ knowl-
puter. There were two types. One coached students agdge on the basis of their performance on complex tasks, a
they worked complex, multiminute problems, such as welcome alternative to the ubiquitous multiple-choice test;
troubleshooting an electronic circuit or writing a com- and (3) using Al technigues to construct interesting simu-
puter program. The other type attempted to carry on alated worlds (often called “microworlds”) that allow stu-
Socratic dialog with students. The latter proved to be very dents to discover important domain principles.
difficult, in part due to the problem of understanding Cognitive studies are particularly important in develop-
unconstrained natural language (S@@URAL LANGUAGE ing Al applications to education. Developing the expert
PROCESSING. Few Socratic tutors have been built. module of a tutoring system requires studying experts as
Coached practice systems, however, have enjoyed a longhey solve problems in order to understand and formalize

and productive history. their knowledge (SERNOWLEDGE ACQUISITION). Develop-
A coached practice system usually contains four basicing an effective pedagogical module requires understanding
components: how students learn so that the tutor’s comments will prompt

students to construct their own understanding of the subject

1. An environment in which the student works on complex matter. An overly critical or didactic tutor may do more
tasks. For instance, it might be a simulated piece of harm than good. A good first step in developing an applica-
electronic equipment that the student tries to trouble- tion is to study the behavior of expert human tutors in order

shoot. . b= ;
2. An expert system that can solve the tasks that the studen eﬁ?se how they increase the motivation and learning of stu-

works on (Se&NOWLEDGE-BASED SYSTEMS. L . .
3. A student modeling module that compares the student's, However, Al applications often repay their debt to empir-

behavior to the expert system’s behavior in order to both ical cognitive science by contributing results of their own. It

recognize the student’s current plan for solving the prob- is becoming common to conduct rigorous evaluations of the

lem and determine what pieces of knowledge the studenteducational effectiveness of Al-based applications. The
is probably using. evaluations sometimes contrast two or more versions of the

4. A pedagogical module that suggests tasks to be solvedsame system. Such controlled experiments often shed light
responds to the students’ requests for help and points oub, important cognitive issues.

tmhEt{fﬂ;grsihg%@gt;ﬁgogsoijselags tﬁggsqcﬁztelz%?'z aklgl%velaesd%de on at this writing, there are no current textbooks on Al and
and plans education. Wenger (1987) and Polson and Richardson
cover the fundamental concepts and the early sys-
plans. 1988 he fund | d the earl

Any of these components may utilize Al technology. For tems. Recent work generally appears first in the proceedings
instance, the environment might contain a sophisticatedof the Al and Education conference (e.g., Greer 1995) or the
simulation or an intelligent agent (SBEFELLIGENT AGENT Intelligent Tutoring Systems conference (e.g., Frasson,
ARCHITECTURE), such as a simulated student (called co- Gauthier, and Lesgold 1996). Popular journals for this work
learners) or a wily opponent. The student modeling mod- include The International Journal of Al and Education
ule’s ]Ob includes such classic Al pr0b|ems as p|an recog-(http://CbI.Ieeds.ac.uk/ijaied/Ihe Journal of the Learning
nition and uncertain reasoning (SBRCERTAINTY). The SciencegErlbaum) andnteractive Learning Environments
pedagogical module’s job includes monitoring an instruc- (Ablex).
tional plan and adapting it as new information about the =~ S€€ alSEDUCATION; HUMAN-COMPUTER INTERACTION,;
student’s competence is observed. Despite the immensérEADING
potential complexity, many intelligent tutoring systems
have been built, and some are in regular use in schools;—Kurt VanLehn
industry, and the military.

Although intelligent t_utoring systems are perhaps the References
most popular use of Al in education, there are other appli-
cations as well. A common practice is to build an environ- Dick, W., and S. Carey. (1990Jhe Systematic Design of Instruc-
ment without the surrounding expert system, student tion.3rd ed. New York: Scott-Foresman.
modeling module, or pedagogical module. The environ- Frasson, C., G. Gauthier, and A. Lesgold, Eds. (1988lligent
ment enables student activities that stimulate learning and %ﬁﬁf'g%risnygsé?ms Third International Conference, ITS8y
may be impossible to conduct in the real world. For : ' . .
nstance, an envionment might allow students o conduct % %, ¢ (1908 oceedngs of ALEd oxcharotesyle
simulated physics experiments on worlds where gravity is i
reduced, absent, or even negative. Such environments ar@o|son, M. C., and J. J. Richardson. (1988undations of Intelli-
called interactive learning environments or microworlds. gent Tutoring Systemslillsdale, NJ: Erlbaum.
A new trend is to use networking to allow several studentsWenger, E. (1987)Artificial Intelligence and Tutoring Systems.
to work together in the same environment. Like intelligent ~ San Mateo, CA: Morgan Kaufmann.
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Algorithm case, at least in theory; indeed these sets can be continuous
(see Blum, Shub, and Smale 1989). An algorithm describes
, ) . . , a process that the tokens participate in. This process (a com-
An algorithm is a recipe, method, or technique for doing putation) is either in a certain state or it is not, it may either
something. The essential feature of an algorithm is that it isgq to a certain next state from its current state or it may not,
made up of dinite set of rules or operations that are unam- anq any transition taken is finite. (One way to relax this def-
biguous and simple to follow (computer scientists use tech-jpjtion is to allow the state transitions to be probabilistic, but
nical terms for these two propertiegefinite and effective, that doesn't affect their finiteness.)
respectively). It is obvious from this definition that the And finally, in more technical parlance, an algorithm is
notion of an algorithm is somewhat imprecise, a feature it 3 jntensional definition of a special kind of function—
shares with all foundational mathematical ideas—for namely acomputablefunction. The intensional definition
instance, the idea of a set. This imprecision arises becausgontrasts with theextensionaldefinition of a computable
being unambiguous and simple are relative, context-depenfynction, which is just the set of the function’s inputs and
dent terms. However, usually algorithms are thought of asgyputs. Hence, an algorithm describesv the function is
recipes, methods, or techniques for getiogiputerso do  computed, rather than merefhatthe function is. The con-
something, and when restricted to computers, the termpection with computable functions is crucial. A functfn
“algorithm” becomes more precise, because then “unam-is computable if and only if it is describable as an algorithm.
biguous and simple to follow” means “a computer can do The relationship between the extensional definitioR ahd
it.” The connection with computers is not necessary, how- g intensional definition of it is interesting. There is one
ever. If a person equipped only with pencil and paper canextensional definition oF, but there are an infinite number
complete the operations, then the operations constitute aryf jntensional definitions of it, hence there are an infinite
algorithm. ) i number of algorithms for every extensionally-described
A famous example of an algorithm (dating back at least computable functior. (Proof: you can always construct a
to Euclid) is finding the greatest common divisor (GCD) of new, longer algorithm by adding instructions that essentially

two numbersm andn. do nothing. Of course, usually we seek ta@onicalalgo-
Step 1.Given two positive integers, setto be the larger of ~ fithm—the shortest and most efficient one.)
the two: seh to be the smaller of the two. A computable function is a function whose inputs and
Step 2.Divide mby n. Save the remainder as outputs can be produced by a Turing machine. Church’s the-
Step 31fr=0. then halt the GCD is sis states thatll the computable functions can be computed
Step 4.Otherwise, setn to the old value oh, and sen to by a Turing machine (seeHORCHTURING THESIS. The
the value of. Then go to step 2. best way to understand Church’s thesis is to say that Turing

computability exhausts the notion of computability. Impor-

A tax form is also a relatively good example of an algo- tantly, not all functions are computable, so not all functions
rithm because it is finite and the instructions for complet- are algorithmically describable (this was a profound discov-
ing it are mechanically and finitely completable (at least ery, first proved by TRING 1936; Church 1936a; and
that is the intention). The recipe for cowboy chocolate cake Kleene 1936; it and related results are among the greatest
(with two mugs of coffee) is not really an algorithm achievements of twentieth-century mathematics).
because its description is not definite enough (how much is Sometimes algorithms are simply equated with Turing
a mug of coffee?). Of course, all computer programs aremachines. The definition given here is logically prior to the
algorithms. notion of a Turing machine. This latter notion is intended to

It should also be noted that algorithms are by no meansformally capture the former. Godel (1931; 1934), among his
restricted to numbers. For example, alphabetizing a list ofother achievements, was the first to do this, to link a formal
words is also an algorithm. And, one interpretation of the definition with an intuitive one: he identified a formally
computational hypothesis of the mind is that thinking itself defined class of functions, the recursive functions, with the
is an algorithm—or perhaps better, the result of many algo-functions that are computable, that is, with the functions for
rithms working simultaneously. which algorithms can be written.

Now to flesh out the definition. An algorithm is an unam- This completes the definition of “algorithm.” There are a
biguous, precise, list of simple operations applied mechani-few loose ends to tie up, and connections to be made. First,
cally and systematically to a set of tokens or objects (e.g.,mathematicians and computer scientists sometimes sharply
configurations of chess pieces, numbers, cake ingredientsrestrict the definition of “algorithm.” They take the defini-
etc.). The initial state of the tokens is the input; the final tion of “algorithm” given here, and use it to define the
state is the output. The operations corresporsiae tran- notion of aneffective procedureThen they define an algo-
sitionswhere the states are the configuration of the tokens,rithm as an effective procedure that always halts or termi-
which changes as operations are applied to them. Almostates (not all procedures or computer programs do
everything in sight is assumed to be finite: the list of opera- terminate—sometimes on purpose, sometimes acciden-
tions itself is finite (there might be a larger but still finite set tally).
from which the operations are drawn) and each token is Second, in common parlance, an algorithm is a recipe
itself finite (or, more generally, a finitely determinable ele- for telling a computer what to do. But this definition does
ment in the set). Usually, the input, output, and intermediatemore harm than good because it obliterates the crucial
sets of tokens are also finite, but this does not have to be thaotion of a virtual machine, while it subtly reinforces the
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idea that a homunculus of some sort is doing all the work, Further Readings
and this in turn can reinforce the idea of a “ghost in the
machine” in thecOMPUTATIONAL THEORY OF MIND . So this
folk definition should be avoided when precision is needed. . " o .
Another problem wih th ok definiion s hat 1t does not_ >, (1999, Thining computrs nd te problenof e
do justice the profundity of the notion of an algorithm as @ pergons; Essays on the Intentionality of Machirgen Diego:
description of gprocess.lt is fair to regard algorithms as Academic Press, pp. 3-34.

being as crucial to mathematics as sets. A set is a collectiorFields, C. (1989). Consequences of nonclassical measurement for
of objects. An intentional definition of a set describes all  the algorithmic description of continuous dynamical systems.
and only the objects in the set. An algorithm describes a  Journal of Experimental and Theoretical Artificial Intelligence
collection of objects that does something. It would be  1:171-189.

impossible to overstate the importance of this move from Knuth, D. (1973)The Art of Computer Programmingpl. 1:Fun-
statics to dynamics. damental AlgorithmsReading, MA: Addison-Wesley.

Third, the connection between algorithms arwpu- Rogers, H. (1967)The Theory of Recursive Functions and Effec-

TATION is quite tight. Indeed, some mathematicians Uv€ ComputabilityNew York: McGraw-Hill.
regard algorithms as abstract descriptions of computing .

devices. When implemented on a standard computer, sucHA\‘L'fe

descriptions cease to be abstract and become real comput=
ing devices known asirtual machines(virtual does not  SeeaRTIFICIAL LIFE; EVOLUTIONARY COMPUTATION
mean not real, here). A virtual machine is the machine

that does what the algorithm specifies. A virtual machine Altruism

exists at some level higher than the machine on which the
algorithm is implemented. For example: a word processor
is a virtual machine that exists on top of the hardware In biology, altruism has a purely descriptive economic
machine on which it is implemented. The notion of a vir- meaning: the active donation of resources to one or more
tual machine is very important to cognitive science individuals at cost to the donor. Moral values or conscious
because it allows us to partition the study of the mind into motivations are not implied, and the ideas are as applicable
levels, with neurochemistry at the bottom (or near the bot- to plants as to animals. Four evolutionary causes of altruism
tom) and cognitive psychology near the top. At each level, will be considered here: kin selection, reciprocation, manip-
different methods and technical vocabularies are used.ulation, and group selection. Each implies demonstrably
One of the crucial facts about virtual machines is that nodifferent patterns for what individuals donate what
one machine is more important than the rest. So it is withresources to whom and under what circumstances and may
the brain and the rest of the nervous system that make upuggest different motivational and emotional experiences by
thinking things. Theories at all levels are going to be both donor and recipient.

needed if we are to completely and truly understand the It may seem that DarwiniaevoLUTION, directed by nat-

Church, A. (1936b). An unsolvable problem of elementary number
theory.American Journal of Mathemati&s8: 345-363.

mind. ural selection, could never favor altruism. Any avoidable
See alSCCOMPUTATION AND THE BRAIN; FORMAL SYS activity that imposes a cost, always measured as reduced
TEMS, PROPERTIESOF reproductive fitness, would be eliminated in evolution. This
o view is too simple. Natural selection should minimize costs
—Eric Dietrich whenever possible, but successful reproduction always
requires donation of resources to offspring, at least by
References females putting nutrients into eggs. A closer look shows that

offspring are important to natural selection only because
they bear their parents’ genes, but this is true of all relatives.
'From the perspective of genetics and natural selection, the

Blum, L., M. Shub, and S. Smale. (1989). On a theory of computa-
tion and complexity over the real numbers: NP-completeness
recursive functions, and universal machinBslletin of the

American Mathematical Socie®d (1): 1-46. survival and reproduction of any relative are partly equiva-
Church, A. (1936a). A note on the entscheidungsprobleamal lent to one’s own survival and reproduction. So there must
of Symbolic Logid.; 40—41, 101-102. be an evolutionary force &in selectiorthat favors altruism

Godel, K. (1931). On formally undecidable propositions of Prin- between associated relatives.
cipia Mathematica and related systemsMonatschefte fiir Kin selection, first clearly formulated by Hamilton

Mathematick und PhysiB8: 173-198. (Reprinted in J. Heije- (1964), can be defined as selection among individuals for
noort, Ed., (1967)rom Frege to GodelCambridge, MA: Har-  the adaptive use of cues indicative of kinship. The products
_vard University Press, pp. 592-617.) y of mitotic cell division are exactly similar genetically, and
Godel,thK. (1t.934|'/196t5)' Onl unl\t/zllec[;dat_yle Eirrc;]poscjnodns .gf g?rmal their special physical contact is reliable evidence of full kin-
Mo vor foo VST pnp. aiag e SNASCldabie: ship. This accounts for the subservience of somatic cells in a
: multicellular organism to the reproductive interests of the

Kleene, S. C. (1936). General recursive functions of natural num- . .
bers.Mathematishe Anneletil2: 727—742. germ cells. Kin selection also accounts for the generally

Turing, A. (1936). On computable numbers with an application to Penign re|ati0n§ among young anir.nal's "_1 the same nest.
the entscheidungsproblefroceedings of the London Mathe- Such early proximity is often a cue indicative of close kin-
matical Societyeries 2, 42: 230-265 and 43: 544-546. ship. Nestmates are often full sibs, with a genetic relation-
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ship of 0.50. They could also be half sibs if the mother tion can favor by operating at the level of competing groups
mated with more than one male. They may not be related atather than their competing members. A group of individu-
all if one or more eggs were deposited by females other tharals that aid each other may prevail over a more individually
the apparent mother. Such nest parasites are often of theelfish group. A difficulty here is that if selfishness is advan-
same species in birds, but some species, such as the Eurtageous within a group, that group is expected to evolve a
pean cuckoo and the American cowbird, reproduce exclu-higher level of individual selfishness, no matter what the
sively by parasitizing other species. Their young's effect on group survival. The original concept of group
competition with nest mates has not been tempered by kinselection focused on separate populations within a species
selection, and this accounts for their lethal eviction of the (Wynne-Edwards 1962; Wade 1996). This idea has few
offspring of the parasitized pair. Many sorts of cues other adherents, because of the paucity of apparent population-
than early proximity can be used to assess kinship, such atevel adaptations (Williams 1996: 51-53), because altruistic
the odors used by mammals and insects to recognize relapopulations are readily subverted by the immigration of
tives and make genetically appropriate adjustments in altru-selfish individuals, and because the low rate of proliferation
ism. The classic work on mechanisms of kin recognition is and extinction of populations, compared to the reproduction
Fletcher and Michener (1987); see Slater (1994) for a criti- and death of individuals, would make selection among pop-
cal updating. ulations a relatively weak force.

In the insect order Hymenoptera (ants, bees, and More recently attention has been given to selection
wasps), a male has only one chromosome set, from aramong temporary social groupingstait groups (Wilson
unfertilized egg of his mother, and his sperm are all exactly 1980), such as fish schools or flocks of birds. Trait groups
the same genetically. So his offspring by a given female with more benign and cooperative members may feed more
have a relationship of 0.75 to one another. This factor hasefficiently and avoid predators more effectively. The more
been used to explain the multiple independent instances, irselfish individuals still thrive best within each group, and
this insect order, of the evolution of sterile worker castes the evolutionary result reflects the relative strengths of
that are entirely female. These workers derive greaterselection within and between groups. In human history,
genetic success by helping their mothers produce sistergroups with more cooperative relations among members
than they would by producing their own offspring, which must often have prevailed in conflicts with groups of more
would have only a 0.50 genetic similarity. These special consistently self-seeking individuals (Wilson and Sober
relationships are not found in termites (order Isoptera) and,1994). The resulting greater prevalence of human altruism
as expected, both males and females form the termitewould be more likely to result from culturally transmitted
worker castes. than genetic differences. It should be noted that any form of

Reciprocity is another evolutionary factor that can favor group selection can only produce modifications that benefit
altruism. The basic theory was introduced by Trivers (1971) the sorts of groups among which selection takes place. It
and refined by Axelrod and Hamilton (1980). One organism need not produce benefits for whole species or more inclu-
has a net gain by helping another if the other reciprocatessive groups.
with benefits (simultaneous or delayed) that balance the A given instance of altruistic behavior may, of course,
donor’s cost. Cleaning symbiosis between a large fish and aesult from more than one of these four evolutionary causes.
small one of a different species may provide simultaneousGenealogical relatives are especially likely to indulge in
reciprocal benefits: the large fish gets rid of parasites; theboth reciprocation and manipulation. If reproductive pro-
small one gets food. This reciprocation implies that the cesses result in stable associations of relatives, these kin-
small fish is more valuable as a cleaner to the large fish thargroups are inevitably subject to natural selection. The most
it would be as food. Reciprocity is a pervasive factor in the extreme examples of altruism, those of social insects, proba-
socioeconomic lives of many species, especially our own. Itbly resulted from the operation of all the factors discussed
requires safeguards, often in the form of evolved adapta-here, and social insect colonies may aptly be termed super-
tions for the detection of cheating (Wright 1994). organisms (Seeley 1989). Excellent detailed discussions of

Manipulation is another source of altruism. The donation altruism in the animal kingdom and in human evolution, and
results from actual or implied threat or deception by the of the history of thought on these topics, are available (Rid-
recipient. In any social hierarchy, individuals of lower rank ley 1996; Wright 1994).
will often yield to the higher by abandoning a food item or ~ See alsS®DAPTATION AND ADAPTATIONISM; CULTURAL
possible mate, thereby donating the coveted resource to th&evoLUTION; DARWIN
dominant individual. Deception often works between spe-
cies: a snapper may donate its body to an anglerfish that
tempts it with its lure; some orchids have flowers that
resemble females of an insect species, so that deceive@References
males donate time and energy transporting pollen with no
payoff to themselves. The nest parasitism discussed above X
another exa”?p'e- Our own donat|0n§ of money or Iabpr Of Fletcher, D. J. C., and C. D. Michener. (19&inh Recognition in
blood to public appeals can be considered manipulation of " Apnimais New York: Wiley-Interscience.
donors by those who make the appeals. Hamilton, W. D. (1964). The genetical theory of social behaviour,

Group selection is another possibility. Individuals may parts 1 and 2lournal of Theoretical Biology:1-52.
donate resources as a group-level adaptation, which evoluRidley, M. (1996) The Origins of VirtueNew York: Viking Press.

George C. Williams

elrod, R., and W. D. Hamilton. (1980). The evolution of cooper-
ation.Science211: 1390-1396.
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Seeley, T. D. (1989). The honey bee as a superorgafisgrican similar ambiguities to argue for the necessity of abstract
Scientist77: 546-553. syntactic structure.

Slater, P. J B. (1994) KInShIp and altruis_m. InP. J B. Slater and T. The different under'ying re'ationships in ambiguous sen-
R. Halliday, Eds.Behavior and EvolutiorCambridge Univer-  tences can frequently be observed directly by manipulating
sity Press. the form of the ambiguous sentence. When the order of the

Trivers, R. L. (1971). The evolution of reciprocal altruispuar- . .
terly Review of Biology6: 35-57. string smart women and mesa reversed toanen and smart

Wade, M. J. (1996). Adaptation in subdivided populations: kin Women,the sentence can only be understood as involving
selection and interdemic selection. In M. R. Rose and G. V. modification ofwomenbut notmen.When the advertildly

Lauder (Eds.)Adaptation.San Diego: Academic Press. is inserted beforavith the knife,only the reading in which
Williams, G. C. (1996)Plan and Purpose in Naturd.ondon: the burglar is using the knife remains possible.

Weidenfeld and Nicholson. In its most technical sense, the term ambiguity is used to
Wilson, D. S. (1980)Natural Selection of Populations and Com-  describe only those situations in which a surface linguistic

munities Boston: Benjamin/Cummings. form corresponds to more than one linguistic representation.

Wilson, D. r? r?”d E. Eoﬁer._ (1?94)_- Res-gt]roc_iuci?g g(;ogp selec- | Jexical ambiguities, one surface phonetic form has multi-
ts'(é?e;%é ;7_ 5u8n;§25 4e avioral scienceehavioral and brain s jndependent lexical representations. For syntactic ambi-
. : guities, one surface string has different underlying syntactic

Wright, R. (1994).The Moral Animal: Why We Are the Way We . X
,gre.\ﬁnt;gge Bz)oks. y y structures. A subtler and more controversial example is the

Wynne-Edwards, V. C. (1961animal Dispersion in Relation to ~ Phenomenon adcope ambiguityexemplified in:

Social BehaviorLondon: Oliver and Boyd. (2) a. Some woman tolerates every man.
. b. John doesn't think the King of France is bald.
Ambiguity , ,
In (2a), the sentence can be understood as referring to a sin-
] o o ) ) o . gle woman who tolerates each and every man, or alterna-
A linguistic unit is said to be ambiguous when it is associ- tjyely, it can mean that every man is tolerated by at least one
ated with more than onEANING. The term is normally  \yoman (not necessarily the same one). Sentence (2b) can
reserved for cases where the same linguistic form hasmean either that John believes that the King of France is not
clearly differentiated meanings that can be associated withyg|q, or that John does not hold the particular belief that the
distinct linguistic representations. Ambiguity is thus distin- king of France is bald. It is difficult to find clear syntactic
guished from general indeterminacy or lack of specificity.  tests for scope ambiguities that would demonstrate different
Ambiguity has played an important role in developing yngerlying structures. For instance, reversing the order of
theories of syntactic and semantic structure, and it has beeggme womaandevery mardoes not eliminate the ambigu-

the primary empirical testbed for developing and evaluating jty (aithough it may affect the bias towards one reading):
models of real-time language processing. Within artificial

intelligence andcOMPUTATIONAL LINGUISTICS, ambiguity ~ (3) Every man is tolerated by some woman.
is considered one of the central problems to be solved in
developing language understanding systems (Allen 1995).
Lexical ambiguityoccurs when a word has multiple
independent meanings. “Bank” in the sentence “Jeremy
went to thebanK could denote a riverbank or a financial
institution. Ambiguous words may differ in syntactic cate-
gory as well as meaning (e.g., “rose,” “watch,” and
“patient”). True lexical ambiguity is typically distinguished

May (1977) argues that sentences such as (2) reflect differ-
ent underlying structures at a level of linguistic representa-
tion corresponding to theoGICAL FORM of a sentence.
Subsequently, much of the linguistic literature has consid-
ered scope ambiguities as genuine ambiguities.

A broader notion of ambiguity includes a pervasive
ambiguity type that involves not multiple possible struc-
tures, but rather, multiple associations between linguistic

fro.".‘ polysemy (e.g., “the N.Y. Times” as in this mormng’s expressions and specific entities in the world. The sentence
edition of the newspaper versus the company that publlshet‘i,n (4) is an example aferential ambiguity:
the newspaper) or from vagueness (e.g., “cut” as in “cut the P guiy:

lawn” or “cut the cloth”), though the boundaries can be (4) Mark told Christopher that he had passed the exam.
fuzzy.

Syntactic ambiguitiearise when a sequence of unambig-
uous words reflects more than one possible syntactic rela
tionship underlying the words in the sentence, as in:

The ambiguity resides in the understanding of the pronoun
‘he, which could refer to either Mark, Christopher, or some
other salient entity under discussion.

Language processing necessarily involves ambiguity res-
(1) a. The company hires smart women and men. olution because even unambiguous words and sentences are

b. The burglar threatened the student with the knife.  briefly ambiguous as linguistic input is presented to the pro-
cessing system. Local ambiguities arise in spoken language
because speech unfolds over time and in written language
because text is processed in successive eye fixations (cf.
Tanenhaus and Trueswell 1995).

The sentence in (5) illustrates how globally unambiguous
sentences may contain local ambiguities.

In (1a), the ambiguity lies in whether the adjectsreart
modifies (provides information about) batlomenandmen
resulting in a practice not to hire unintelligent people of
either sex, or whethesmartmodifieswomenonly. In (1b),

the phrasevith the knifecould be used to describe the man-
ner in which the burglar threatened the student, or to indi-
cate which student was threatened. Chomsky (1957) used5) The pupil spottethy the proctor was expelled.
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The pupilis the object of a relative clause. However, the Bever, T. (1970). The cognitive basis for linguistic structures. In J.
underlined sequence is also consistent With pupil being R. Hayes, Ed.Cognition and the Development of Language.
the subject of a main clause, as Fhé pupil spottedhe New York: Wiley. _

proctor.” The ambiguity arises because the morphological €homsky, N. (1957)Syntactic Structure§he Hague: Mouton.

form “-ed” is used for both the simple past and for the pas- Frazier, L. (1987). Sentence processing: a tutorial review. In M.

sive participle, illustrating the interdependence of ambiguity gfoggizﬁ],gllz_%ﬁ(;toenn_tgrr;be;r:&Performance Xit: The Psychology

at multiple levels. ) . . MacDonald, M., N. Pearlmutter, and M. Seidenberg. (1994). Lexi-
Laboratory studies have established that multiple senses 3| nature of syntactic ambiguity resolutioRsychological

of Worqls typically become activated in memory with rapid Reviewd: 676—703.

resolution based on frequency and context. For exampleMarlsen-Wilson, W. D. (1987). Functional parallelism in spoken
when “pupil” is heard or read, both the “eye part” and the  word recognitionCognition25:71-102. _

“student” senses become briefly active (Simpson 1984).May, R. (1977)The Grammar of Quantificatiof®h.D. diss., MIT.
Similarly, “elevator,” “elegant,” and “eloquent” are briefly Distributed by the Indiana University Linguistics Club, Bloom-
activated as the unambiguous word “elephant” is heard ngton. _ .
because they are consistent with the initial phonemic PMiichett, B. (1992)Grammatical Competence and Parsing Per-
sequence “eluh” (Marslen-Wilson 1987). formance Chicago: University of Chicago Press.

. A L : Simpson, G. (1984). Lexical ambiguity and its role in models of
Syntactic ambiguities exhibit consistent preferences. ~ ;0.4 recognitionPsychological Bulletir96: 316-340.

Readers and listeners experience processing difficulty andsmall s, G. Cottrell, and M. Tanenhaus, Eds. (19B8¥ical
sometimes a conscious feeling of confusion when the sen-  Ambiguity Resolution: Perspectives from Psycholinguistics,

tence becomes inconsistent with the preferred structure. The Neuropsychology, and Artificial Intelligenc8an Mateo, CA:
example in (6), from Bever (1970), is a classic example of a  Morgan Kaufmann Publishers.

so-called garden-path, illustrating that the main clause is theTanenhaus, M., and J. Trueswell. (1995). Sentence comprehension.
preferred structure for the main clause/relative clause ambi- In J. Miller and P. Eimas, EdsHandbook of Cognition and

guity. PerceptionNew York: Academic Press.
' Zwicky, A., and J. Sadock. (1975). Ambiguity tests and how to fail
(6) The raft floated down the river sank. them. In J. Kimball, Ed.Syntax and Semantics, vol. Mew

. L York: Academic P .
(7) The land mine buried in the sand exploded. ori Academic Fress

In (5), resolution in favor of the relative clause does not cause .
conscious confusion. Nonetheless, processing difficubyat  Amygdala, Primate
the proctorcan be observed using sensitive measures, for
instance the duration of eye-fixations in reading. Theoretical £or more than one century there has been evidence that the
explanations for syntactic preferences can be roughly divided

. X ?mygdala is involved in emotional behavior. Experimental
into structural and constraint-based approaches. In structurgfegion sudies in monkeys demonstrated that large temporal
theories, principles defined over syntactic configurations

; v - >_lobe lesions that included the amygdala resulted in dramatic
determine an initial structure, which is then evaluated, and if

; . L : postoperative changes in behavior, including flattened
necessary, revised. Different principles may apply for differ- affect, visual agnosia, hyperorality, and hypersexuality

ent classes of ambiguities (e.g., Frazier 1987). In constraint g.qvn and Schaefer 1888: Kluver and Bucy 1938). Similar
based theories, preferences arise because a conspiracy é haviors have also been observed in humans with large
probabilistic constraints, many of them lexically based, tem- o mnara) obe lesions that include the amygdala (Terzian
porarily make the ultimately incorrect interpretation the more ;4" Dalle Ore 1955). The amygdala was more formally
likely one (MacDonald, Pearlmutter, and Seidenberg 1994;iveq to emotional behavior in 1949, when Paul MacLean
Tanenhaus and Tru_esweII 1995). The example in (7).'”us'expanded Papez's notion of theBiC SYSTEM to include
trates a sentence with the same structure as (6) in which the,iq region, based on neuroanatomical criteria. Over the past
probabilistic constraints initially favor the relative clause g¢oyeral decades converging results of neuroanatomical
because "buried” is typically used as a passive participle with-pepavioral, and physiological studies in macaque monkeys
out an agent, and land mines are more typically themes than,|ong \yith neuropsychological and neuroimaging studies in
agents of burying events. Whether or not constraint-based sysq,mans have firmly established a role for the amygdala in
tems can provide a unified account of ambiguity resolution in o\ qtional processing. However, a number of important
language using general principles that hold across other perg estions remain regarding the nature and specificity of this
ceptual domains remains a central unresolved issue. role. In addition, the amygdala has also been linked to social
See alSOFIGURATIVE LANGUAGE; LEXICON; NATURAL behavior but these data will not be reviewed here. In this
LANGUAGE ~ PROCESSING PSYCHOLINGUISTICS = SPOKEN  article, a brief neuroanatomical review will be followed by a
WORD RECOGNITION SYNTAX survey of two areas of particularly active research involving
—Michael K. Tanenhaus and Julie C. Sedivy the primate am_ygdala: prressipn of emotional behavior
and the recognition of facial emotion.
The unigue neuroanatomical profile of the amygdala
References illustrates why this structure has been referred to as the
Allen, J. (1995)Natural Language UnderstandinBedwood City, “sensory gateway to the emotions” (Aggleton and Mishkin
CA: Benjamin/Cummings. 1986). The amygdala comprises at least thirteen distinct




16 Amygdala, Primate

nuclei, each with a rich pattern of intrinsic connections. As the recognition of fearful versus happy faces (Morris et al.
to extrinsic connections, the amygdala is directly intercon- 1996). However, the results from other studies are not con-
nected with unimodal and polymodal sensory cortical areassistent with this notion. First, recognition of facial emotion,
as well as with subcortical structures such as the basal foreincluding fear, may occur even in the absence of the
brain, THALAMUS, hypothalamus, striatum, and brainstem amygdala (Hamann et al. 1996). Second, single neurons in
areas. Thus, the amygdala is centrally positioned to receivahe human amygdala respond to particular facial expres-
convergent cortical and thalamic sensory information and sions but do not respond exclusively to fearful expressions
subsequently to direct the appropriate survival-oriented (Fried, MacDonald, and Wilson 1997). In monkeys, there is
response via its brainstem and hypothalamic projections.a population of amygdala neurons that respond selectively
Moreover, the significant neuroanatomical connections to faces (Leonard et al. 1985), but there is little or no evi-
between the amygdala and nearby medial temporal lobedence to support the idea that these neurons respond selec-
regions involved in MMORY may provide the substrate for tively to fearful expressions. Finally, functional magnetic
the enhancing effect of emotional arousal on memory, asresonance imaging (fMRI) has revealed increased activation
demonstrated by a significant body of animal and humanin the amygdala in response to both happy and fearful faces
studies (McGaugh et al. 1995; Cahill et al. 1995). (Breiter et al. 1996).

Experimental lesions that target the amygdala have pro- To conclude, studies in monkeys and humans over the
duced many of the behaviors that were originally describedpast several decades have reinforced the long-held view,
after the large lesions of Kliver and Bucy and Brown and supported by findings in other species (§#®TION AND
Schaefer (Weiskrantz 1956; Aggleton, Burton, and Passing-THE ANIMAL BRAIN), that the amgydala has an important
ham 1980; Zola-Morgan et al. 1991). However, due to meth-role in emotional function. New experimental approaches,
odological difficulties, these lesions typically have included such as functional neuroimaging and the use of highly
inadvertent cortical and/or fiber damage; thus, interpreta-selective lesion techniques, hold promise for an exciting
tions of amygdala function based on these classic studiesiew era of progress that builds on this work.
alone must be made with caution. Highly circumscribed See alsS&MOTIONS, FACE RECOGNITION OBJECTRECOG
amygdala lesions can now be produced using the neurotoxiavITION, HUMAN NEUROPSYCHOLOGY
lesion technique, and results from these studies indicate a
role for the amygdala in temperament and oral exploration™
(Amaral et al. 1997), food preferences (Murray, Gaffan, and
Flint 1996), and in the devaluation of a food reward after References
selective satiation (Malkova, Gaffan, and Murray 1997). Adolphs, R., D. Tranel, H. Damasio, and A. Damasio. (1994).

Interestingly, the behavioral changes observed after neu- Impaired recognition of emotion in facial expressions follow-
rotoxic amygdala lesions are much less profound than those ing bilateral damage to the human amygdilkture372: 669
that were reported using more traditional (i.e., less discrete) 672. o
lesion techniques. The perirhinal cortex, known to be Agglaettgvr\]/é;.th:”tk?gde:\nAbtli\glrfgkll?{ (ngg?altc-lr—lri]ke ;rzgy%da:?ezllz‘i;?nry
important for memory (Zola-Morgan et al. 17989)' lies adja- Eds.,Emotion: Theory, Research, and Experieridew York:
cent to the a_mygdala, and these two regions are st_rongly Academic Press, Inc. pp. 281—298.
neuroanatomically interconnected (Stefanacci, Suzuki, andaggieton, J. P. (1985). A description of intra-amygdaloid connec-
Amaral 1996). It has been suggested that the amygdala and " tions in old world monkeysExp. Brain Re§7: 390-399.
the perirhinal cortex may have some shared roles in emo-Aggleton, J. P., M. J. Burton, and R. E. Passingham. (1980). Corti-
tional behavior (lwai et al. 1990; Stefanacci, Suzuki, and cal and subcortical afferents to the amygdala of the rhesus mon-
Amaral 1996). Thus, it is possible that dramatic emotional  key Macaca Mulattd. Brain Res190: 347—368.
changes may occur only after lesions that include both ofAmaral, D., J. P. Capitanio, C. J. Machado, W. A. Mason, and S. P.
these regions. I\;I]endoza. (&997). .Tlhg LOle'SOf tkllle amygdzléngecg%olex in

Recent studies in humans have explored the role of the_ "MESUS MOnkey soclal bENaviSC. NEUroscl. ADSKS. 570.
amygdala in the recognition of facialpemotion and of the oréiten H. G, N. L. Etcoff, P. J. Whalen, W. A. Kennedy, S. L.

o ; . Rauch, R. L. Buckner, M. M. Strauss, S. E. Human, and B. R.
recognition of fear in particular (SEBMOTION AND THE Rosen. (1996). Response and habituation of the human

HUMAN BRAIN). Taken together, the evidence is not entirely  gmyqgdala during visual processing of facial expressieuron
supportive. On the positive side, one study reported that a 17:'875-887.

patient with relatively discrete, bilateral amygdala damage Brown, S., and E. A. Schaefer. (1888). An investigation into the
as determined bWIAGNETIC RESONANCE IMAGING (MRI) functions of the occipital and temporal lobes of the monkey’s
was impaired at recognizing fear in facial expressions brain.Philos. Trans. R. Soc. Lond.1§9: 303-327.

(Ad0|phs et al. 1994) A second patient who has partia| Cahill, L., R. Babinsky, H. J. Markovv_itsch, and J. L. McGaugh.
bilateral amygdala damage, determined by MRI, was simi- (21995952)96The amygdala and emotional memdgpture 377:
larly impaired (Calder et al. 1996) and was also impaired in AR

recognizing fear and anger in the auditory domain (Scott etCaIder, A.J., A W. Young, D. Rowland, D. I. Perrett, J. R.

- - . Hodges, and N. L. Etcoff. (1996). Facial emotion recognition
al. 1997). However, this patient also has more general facial ¢0”pilateral amygdala damage: differentially severe impair-

and auditory processing impairments (Young et al. 1996;  ment of fearCognitive Neuropsychology3(5): 699-745.

Scott et al. 1997). Fried, I., K. A. MacDonald, and C. L. Wilson. (1997). Single neu-
Functional neuroimaging data provide additional support  ron activity in human hippocampus and amygdala during rec-

for the notion that the amygdala is preferentially involved in  ognition of faces and objectseuron18: 753—765.

Lisa Stefanacci
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Hamann, S. B., L. Stefanacci, L. R. Squire, R. Adolphs, D. Tranel, Gallagher, M., and A. A. Chiba. (1996). The amygdala and emo-
H. Damasio, and A. Damasio. (1996). Recognizing facial emo-  tion. Curr. Opin. Neurobi®: 221-227.
tion. Nature379: 497. Kling, A. S., and L. A. Brothers. (1992). The amygdala and social

Iwai, E., M. Yukie, J. Watanabe, K. Hikosaka, H. Suyama, and S.  behavior. In J. Aggleton, EdT,he Amygdala: Neurobiological
Ishikawa. (1990). A role of amygdala in visual perception and  Aspects of Emotion, Memory, and Mental Dysfunctiew
cognition in macaque monkeyMd#caca fuscataand Macaca York: Wiley-Liss, pp. 353-377.
mulattg. Toholu J. Exp. Med61: 95-120.

Kllver, H., and P. C. Bucy. (1938). An analysis of certain effects of Anal()gy
bilateral temporal lobectomy in the rhesus monkey, with special
reference to “psychic blindnessl” Psychb: 33-54.

Leonard, C. M., E. T. Rolls, F. A. W. Wilson, and G. C. Baylis. Analogyis (1) similarity in which the same relations hold
(1985). Neurons in the amygdala of the monkey with responsesbetween different domains or systems; (2) inference that if
selective for facedehavioral Brain Research5: 159-176. two things agree in certain respects then they probably agree

Malkova, L., D. Gaffan, and E. A. Murray. (1997). Excitotoxic in others. These two senses are related, as discussed below.
lesions of the amygdala fail to produce impairment in visusal Analogy |S |mp0rtant |n Cognltlve SClence for Several
Iegrning for auditory secondary_reinfocement but interfere with reasons. It is central in the studyL@rRNING and discov-
reinforcer devaluation effects in rhesus monkeysNeuro- ery. Analogies permit transfer across differenNCEPTS

sciencel7: 6011-6020. . . . - .
McGaugh, J. L., L. Cahill, M. B. Parent, M. H. Mesches, K. situations, or domains and are used to explain new topics.

Coleman-Mesches, and J. A. Salinas. (1995). Involvement of ONCe learned, they can serve @ENTAL MODELS for
the amygdala in the regulation of memory storage. In J. L. Understanding a new domain (Halford 1993). For exam-
McGaugh, F. Bermudez-Rattoni, and R. A. Prado Alcala, ple, people often use analogies with water flow when rea-
Eds.,Plasticity in the Central Nervous System—Learning and soning about electricity (Gentner and Gentner 1983).
Memory.Hillsdale, NJ: Erlbaum. Analogies are often used RROBLEM SOLVING and induc-
Morris, J. S., C. D. Frith, D. I. Perrett, D. Rowlan_d, A. W Yound, tive reasoning because they can capture significant paral-
A. J. Calder, and R. J. Dolan. (1996). A differential neural |e|s across different situations. Beyond these mundane
response in the human amygdala to fearful and happy faC|aIuses analogy is a key mechanisntREATIVITY and sci-
expressionshature812-815. entific discovery. For example, Johannes Kepler used an
Murray, E. A., E. A. Gaffan, and R. W. Flint, Jr. (1996). Anterior . . S
rhinal cortex and the amygdala: dissociation of their contribu- analogy with !lght_to hypothesize that the pIaner are
tions to memory and food preference in rhesus monkeys. m_oved_by an invisible force from the sun. In studies of
Behav. Neuroscl10: 30—42. microbiology laboratories, Dunbar (1995) found that
Scott, S. K., A. W. Young, A. J. Calder, D. J. Hellawell, M. P. analogies are both frequent and important in the discovery
Aggleton, and M. Johnson. (1997). Impaired auditory recogni- process.
tion of fear and anger following bilateral amygdala lesions.  Analogy is also used in communication and persuasion.
Nature385: 254-257. ~ For example, President Bush analogized the Persian Gulf
Stef_anacm, L., W. A Suzuki, and D. G. Amaral_. (1996). Organiza- ¢risis to the events preceding World War Il, comparing Sad-
tion of connections between the amygdaloid complex and the 45 pyssein to Hitler, Spellman and Holyoak 1992). The
perirhinal and parahippocampal cortices: an anterograde andinvited inference was that the United States should defend

rscztgo_%rgge tracing study in the monkdy.Comp. NeuroB75: Kuwait and Saudi Arabia against Iraqg, just as the Allies

Terzian, H., and G. Dalle Ore. (1955). Syndrome of Kluver and defended Europe against Nazi Germany. On a larger scale,
Bucy, reproduced in man by bilateral removal of the temporal conceptual metaphors such as “weighing the evidence” and
lobes.Neurology5: 373-380. “balancing the pros and cons” can be viewed as large-scale

Weiskrantz, L. (1956). Behavioral changes associated with abla-conventionalized analogies (S&®GNITIVE LINGUISTICS).
tion of the amygdaloid complex in monkeys.Comp. Physio. Finally, analogy and its relativg/MILARITY, are important
Psych49: 381-391. because they participate in many other cognitive processes.

Young, A. W., D. J. Hellawell, C. Van de Wal, and M. Johnson. for example, exemplar-based theories of conceptual struc-
(1996). Facial expression processing after amygdalotey:  yre andcAsE-BASED REASONING models in artificial intelli-
ropsychologia34(1): 31-39. gence assume that much of human categorization and

Zola-Morgan, S., L. Squire, P. Alvarez-Royo, and R. P. Clower. L . )
(1991). Independence of memory functions and emotional '€2SONINg Is based on analogies between the current situa-

behavior: separate contributions of the hippocampal formation fion and prior situations (CIUDGMENTHEURISTICS. _
and the amygdalddippocampusl: 207—220. The central focus of analogy research is on the mapping

Zola-Morgan, S., L. R. Squire, D. G. Amaral, and W. A. Suzuki. process by which people understand one situation in terms
(1989). Lesions of perirhinal and parahippocampal cortex that of another. Current accounts distinguish the following sub-
spare the amygdala and hippocampal formation produce severgprocessesmapping,that is,aligning the representational

memory impairment]. NeuroscB: 4355-4370. structures of the two cases and projecting inferences; and
) evaluation of the analogy and its inferences. These first
Further Readings two are signature phenomena of analogy. Two further pro-

Amaral. D. G.. J. L. Price. A. Pitkanen. and S. T. Carmichael. C€SS€S that can occur aaptationor rerepresentatiorof
(1992). Anatomical organization of the primate amygdaloid one or both analogs to improve the match and.abst_ractlon
complex. In J. Aggleton, EdThe Amygdala: Neurobiological ~ Of the structure common to both analogs. We first discuss

Aspects of Emotion, Memory, and Mental Dysfunctidew these core processes, roughly in the order.in which they
York: Wiley-Liss, pp. 1-66. occur during normal processing. Then we will take up the
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issue of analogicatetrieval, the processes by which peo- simulation occurs fall into two classes: projection-first
ple are spontaneously reminded of past similar or analo-models, in which the schema is derived from the base and
gous examples from long-term memory. mapped to the target; and alignment-first models, in which
In analogicaimapping,a familiar situation—the base or the abstract schema is assumed to arise out of the analogical
source analog—is used as a model for making inferencegmapping process. Most current cognitive simulations take
about an unfamiliar situation—the target analog. Accord- the latter approach. For example, the structure-mapping
ing to Gentner'sstructure-mappingtheory (1983), the  engine (SME) of Falkenhainer, Forbus, and Gentner (1989),
mapping process includessgructural alignmentbetween when given two potential analogs, proceeds at first rather
two represented situations and firejection of inferences  blindly, finding all possible local matches between elements
from one to the other. The alignment mustsiricturally of the base and target. Next it combines these into structur-
consistentthat is, there must be a one-to-one correspon-ally consistent kernels, and finally it combines the kernels
dence between the mapped elements in the base and targeénto the two or three largest and deepest matches of con-
and the arguments of corresponding predicates must alsmected systems, which represent possible interpretations of
correspond fdarallel connectivity. Given this alignment, the analogy. Based on this alignment, it projects candidate
candidate inferences are drawn from the base to the targeinferences—by hypothesizing that other propositions con-
via a kind of structural completion. A further assumption nected to the common system in the base may also hold in
is the systematicity principlea system of relations con- the target. The analogical constraint-mapping engine
nected by higher-order constraining relations such as(ACME) of Holyoak and Thagard (1989) uses a similar
causal relations is more salient in analogy than an equalocal-to-global algorithm, but differs in that it is a multicon-
number of independent matches. Systematicity links the straint, winner-take-all connectionist system, with soft con-
two classic senses of analogy, for if analogical similarity is straints of structural consistency, semantic similarity, and
modeled as common relational structure, then a basepragmatic bindings. Although the multiconstraint system
domain that possesses a richly linked system of connectegermits a highly flexible mapping process, it often arrives at
relations will yield candidate inferences by completing the structurally inconsistent mappings, whose candidate infer-
connected structure in the target (Bowdle and Gentnerences are indeterminate. Markman (1997) found that this
1997). kind of indeterminacy was rarely experienced by people
Another important psychological approach to analogical solving analogies. Other variants of the local-to-global
mapping is offered by Holyoak (1985), who emphasized the algorithm are Hofstadter and Mitchell’s Copycat system
role of pragmatics in problem solving by analogy—how (1994) for perceptual analogies and Keane's incremental
current goals and context guide the interpretation of an anal-analogy machine (IAM; 1990), which adds matches incre-
ogy. Holyoak defined analogy as similarity with respect to a mentally in order to model effects of processing order. In
goal, and suggested that mapping processes are orientecbntrast to alignment-first models, in which inferences are
toward attainment of goal states. Holyoak and Thagard made after the two representations are aligned, projection-
(1989) combined this pragmatic focus with the assumption first models find or derive an abstraction in the base and
of structural consistency and developed a multiconstraintthen project it to the target (e.g., Greiner 1988). Although
approach to analogy in which similarity, structural parallel- alignment-first models are more suitable for modeling the
ism, and pragmatic factors interact to produce an interpreta-generation of new abstractions, projection-first models may
tion. be apt for modeling conventional analogy and metaphor.
Throughrerepresentatioror adaptation,the representa- Finally, analogy has proved challenging to subsymbolic
tion of one or both analogs is altered to improve the match.connectionist approaches. A strong case can be made that
Although central to conceptual change, this aspect of anal-analogical processing requires structured representations
ogy remains relatively unexplored. And througbhema and structure-sensitive processing algorithms. An interest-
abstraction,which retains the common system representing ing recent “symbolic connectionist” model, Hummel and
the interpretation of an analogy for later use, analogy canHolyoak’s LISA (1997), combines such structured symbolic
promote the formation of new relational categories and techniques with distributed concept representations.
abstract rules. Thus far, our focus has been on how analogy is pro-
Evaluationis the process by which we judge the accept- cessed once it is present. But to model the use of analogy
ability of an analogy. At least three criteria seem to be and similarity in real-life learning and reasoning we must
involved: structural soundness—whether the alignment andalso understand how people think of analogies; that is,
the projected inferences are structurally consistent; factualhow theyretrieve potential analogs from long-term mem-
validity of the candidate inferences—because analogy is notory. There is considerable evidence that similarity-based
a deductive mechanism, this is not guaranteed and must beetrieval is driven more by surface similarity and less by
checked separately; and finally, in problem-solving situa- structural similarity than is the mapping process. For
tions, goal-relevance—the reasoner must ask whether thexample, Gick and Holyoak (1980; 1983) showed that
analogical inferences are also relevant to current goals. Apeople often fail to access potentially useful analogs. Peo-
lively arena of current research centers on exactly how andble who saw an analogous story prior to being given a very
when these criteria are invoked in the analogical mappingdifficult thought problem were three times as likely to
process. solve the problem as those who did not (30 percent vs. 10
As discussed above, processing an analogy typicallypercent). Impressive as this is, the majority of subjects
results in a common schema. Accounts of remgnitive nonetheless failed to benefit from the analogy. However,
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when the nonsolvers were given the hint to think back to References

the prior story, the solution rate again tripled, to about 80— _ _
90 percent. Because no new information was given about82ssok, M., L. Wu, and K. L. Olseth. (1995). Judging a book by its
the story, we can infer that subjects had retained its mean- COVer: Interpretative effects of content on problem solving
ing, but failed to think of it when reading the problem. The Botransfer.Memory and Cognitiod3: 354-367.
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Analog retrieval by constraint satisfactioArtificial Intelli-
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Winston, P. H. (1982). Learning new principles from precedents further serve as antecedents of anaphoric expressions (Heim

and exercisedArtificial Intelligence19: 321-350. 1982; McCawley 1979; Prince 1981). Suppose (1b) is
) uttered in the context of (1a). We have stored an entry for
Further Readings Lucie, and when the pronousheis encountered, it can be

Gentner, D., and A. B. Markman. (1995). Analogy-based reason-f"‘ss'gn(ad this vz_alue. In theory-r_1e_utra| t_erms, this assignment
ing in connectionism. In M. A. Arbib, EdThe Handbook of IS represented in (3b), whekecieis a discourse entry, and

Brain Theory and Neural Network€ambridge, MA: MIT the pronoun is covalued with this entry.

Press, pp. 91-93. The actual resolution of anaphora is governed by dis-
Gentner, D., and J. Medina. (1998). Similarity and the develop- course strategies. Ariel (1990) argues that pronouns look for

ment of rulesCognition65: 263-297. the most accessible antecedent, and discourse topics are
Goswami, U. (1982)Analogical Reasoning in Childrelillsdale, always the most accessible. For example, (3b) is the most

NJ: Erlbaum. likely anaphora resolution for (1b) in the context of (1a),

Holyoak, K. J., and P. R. Thagard. (1999ntal Leaps: Analogy  sinceLucieis the discourse topic that will make this mini-
in Creative ThoughtCambridge, MA: MIT Press. mal context coherent P

Keane, M. T. (1988)Analogical Problem SolvingChichester, Given the two procedures, it turns out thatiff is iden-

England: Ellis Horwood, and New York: Wiley. - .
K0|0dﬁer J. L. (1993)Case-Based Reasonin@gn Mateo. CA: tified as the antecedent of the pronoun in (1b), the sentence

Kaufmann. has, in fact, two anaphora construals. Sirtes also in the
Medin, D. L., R. L. Goldstone, and D. Gentner. (1993). Respectsdiscourse storage, (1b) can have, along with (3a), the coval-
for similarity. Psychological Review00: 254—278. uation construal (4).

Nersessian, N. J. (1992). How do scientists think? Capturing the
dynamics of conceptual change in science. In R. N. Giere, and
H. Feigl, Eds.Minnesota Studies in the Philosophy of Science.
Minneapolis: University of Minnesota Press, pp. 3-44.

Reeves, L. M., and R. W. Weisberg. (1994). The role of content Though (3a) and (4) are equivalent, it was discovered in the
and abstract information in analogical transfsychological ~ 1970s that there are contexts in which these sentences dis-
Bulletin 115: 381-400. , play a real representational ambiguity (Keenan 1971). For

Schank, R. C., A. Kass, and C. K. Riesbeck, Eds. (198dle  gyample, assuming thaheis Lili, the elliptic second con-
Case-Based Explanatiofilisdale, NJ: Erlbaum. junct of (5) can mean either that Max thinks that Lili has the

flu, or that Max himself has it. The first is obtained if the

elided predicate is construed as in (4), and the second if it is
the predicate of (3a).

Let us adopt here the technical definitions in (6). ((6a)
The termanaphorais used most commonly in theoretical differs from the definition used in the syntactic binding the-
linguistics to denote any case where two nominal expres-ory). In (3a), thenl.ucie binds the pronoun; in (4), they are
sions are assigned the same referential value or range. Dissovalued.
cussion here focuses on noun phrase (NP) anaphora wit
pronouns (Se®INDING THEORY for an explanation of the
types of expressions commonly designated “anaphors,” e.g.,
reflexive pronouns).

Pronouns are commonly viewed as variables. Thus, (1b)
corresponds to (2), where the predicate contains a free variCovaluation is not restricted to referential discourse-entities—
able. This means that until the pronoun is assigned a valuea pronoun can be covalued also with a bound variable. Indeed,
the predicate is an open property (does not form a set)Heim (1998) showed that covaluation-binding ambiguity can
There are two distinct procedures for pronoun resolution: show up also in quantified contexts. In (7a), the variable
bindingandcovaluation.In binding, the variable gets bound (shg binds the pronouher. But in (7b)heris covalued withx.

by theA-operator, as in (3a), where the predicate is closed, . .
denoting the set of individuals who think they have the flu, (7) Every wife thinks that only she respects her husband.

(4) Lili (Ax (x thinks z has got the flu) & z = Ljli
(5) Lili thinks she has got the flu, and Max does too.

Anaphora

r86) a. Binding a bindsp iff a is an argument of &-predi-
cate whose operator binfls

b. Coevaluationa andp are covalued iff neither binds
the other and they are assigned the same value.

and where the sentence asserts that Lili is in this set. a. Binding Every wife px (x thinks that [only xXy(y
o respects y’s husband))]))
Q) a. Lucie didn’t show up today. b. CovaluationEvery wife px (x thinks that [only x
b. Lili thinks she’s got the flu. (Ay(y respects x's husband))]))
(2) Lili (Ax (x thinks z has got the flu)) In many contexts the two construals will be equivalent, but

the presence afnly enables their disambiguation here: (7a)
entails that every wife thinks that other wives do not respect
their husbands, while (7b) entails that every wife thinks
other wives do not respect her husband. This is so, because
In covaluation, the free variable is assigned a value from thethe property attributed only tin (7a) is respecting one’s
DISCOURSE storage, as in (3b). An assumption standard own husband, while in (7b) it is respectiig husband.

since the 1980s is that, while processing sentences in con- The binding interpretation of pronouns is restricted by
text, we build an inventory of discourse entities, which can syntactic properties of the derivation (8#e¢DING THEORY).

(3) a. Binding: Lili (Ax (x thinks x has got the flu))
b. Covaluation:Lili (Ax (x thinks z has got the flu) &
z=Lucie
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A gquestion that has been debated is whether there are alstactic configuration allows, in principle, variable binding,
syntactic restrictions on their covaluation interpretation. On obtaining an equivalent anaphora-interpretation through
the factual side, under certain syntactic configurations, covaluation is excluded. Given a structure like (9), variable
covaluation is not allowed. For example, in (9), binding is binding could be derived, with a different placement of
independently excluded. The NP Lu@enot in a configura-  Lucie and_her as in_Lucie said we should invite hdthe

tion to bind the pronoun (since it is not the argumentief a  result would be equivalent to the covaluation construal (10)
predicate containing the pronoun). Suppose, however, thatfor (9)). Hence, (10) is excluded. In (11a), no placement of
(9) is uttered in the context of (8), so that Lusié the dis- he andMax could enable variable binding, so the covalua-
course storage. The question is what prevents the covaluation in (11b) is the only option for anaphora. When a vari-
tion construal in (10) for (9) (# marks an excluded able binding alternative exists, but it is not equivalent to
interpretation). It cannot be just the fact that the pronoun covaluation, covaluation is permitted, as in (12)—(13).
precedes the antecedent. For example, in (11), the preceding A relevant question is why variable binding is more effi-
pronoun can be covalued with Max cient than covaluation. One answer, developed in Levinson
(1987), is purely pragmatic and derives this from the
Gricean maxims of quantity and manner. The other, devel-
(9) She said we should invite Lucie. oped in Fox (1998), is based on the notion of semantic pro-

. . . _ cessing: variable binding is less costly since it enables
(10) #SheXx x said we should invite Lucie) & she = immediate closure of open properties, while covaluation

(8) Can we go to the bar without Lucie?

Lucie) requires that the property is stored open until we find an
(11) a. The woman next to him kissed Max. antecedent for the variable.
b. The woman next to hinAx (x kissed Max) & The optimality account for the covaluation restriction
him = MaX entails a much greater computational complexity than the

In the 1970s, it was assumed that there is a syntactic restric§ymaCtiC approach (condition C), since it requires construct-

tion blocking such an interpretation (Langacker 1966; Lasnik I‘Pr?'sa'rs]dafnoomnpatrr:zgr;\gso;]nster?]retcacfl%Tsaipgno'gestquvg:;pér
1976). Reinhart (1976) formulated it as the requirement thatof 'Eheloretical%ebate Never'llrv1e)I/essVe\l/JidelnceI thal[ such com-
a pronoun cannot be covalued with a full NP it c-commands, : ’

which became known as Chomsky’s “condition C” (1981). plexity is indeed involved in computing sentences like (10)
(In (11), the pronoun does not c-commavidx) Another comes from the acquisition of anaphora. Many studies (e.g.,

formulation in logical syntax terms was proposed by KeenanWexler and Chien 1991) report that children have much

(1974): The reference of an argument must be determinabl reater difficulties in ruling out illicit covaluation than in

independently of its predicate. violations of the syntactic restrictions on variable binding.

The empirical problem with these restrictions is that, as Grodzinsky and Reinhart (1993) argue that this is because

shown in Evans (1980), there are systematic contexts inthelr working memory is not yet sufficiently developed to
carry such complex computation.

which they can be violated. Reinhart (1983) argued that this See alSERAGMATICS SEMANTICS SENTENCEPROCESS
is possible whenever covaluation is not equivalent to binding. = S S
ING; SYNTAX-SEMANTICS INTERFACE

: . - .
(12) [SVrVnTt% is the man with the gray hat?] He is Ralph —Tanya Reinhart

a. He px (x is Ralph Smith) & he = Ralph Smijth
b. He Qx (X is X) & he = Ralph Smibh

(13) Only he (himself) still thinks that Max is a genius.
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Papers from the Tenth Regional Meeting of the Chicago Lin- places a premium on recognizing honest signals. Zahavi
guistic SocietyChicago: Chicago Linguistic Society. (1975) suggested a mechanism for this, using the following
Langacker, R. (1966). On pronominalization and the chain of com- recipe: signals are honest, if and only if they are costly to pro-
mand. In W. Reibel and S. Schane, Edlodern Studies in - qyce relative to the signaler's current condition and if the
LasEn?I?“f_'h"(E{‘g;%‘;vog‘iﬁgf:é '\c')‘:] Ecrﬁgft:acriri;”g}uistic Analysis capacity to produce honest signals is heritable. Consider the
o ' anti predator stotting displays of ungulates—an energetically

2(1). aator < )
Levinson, S. C. (1987). Pragmatics and the grammar of anaphora€*Pensive rigid-legged leap. In Thompson's gazelle, only

Journal of Linguistic23: 379-434. males in good physical condition stot, and stotting males are
McCawley, J. (1979). Presuppositions and discourse structure. Inmore likely to escape cheetah attacks than those who do not.
C. K. Oh and D. A. Dinneen, Ed®resuppositions. Syntax and Departing slightly from Zahavi, behavioral ecologists

Semanticsyol. 11. New York: Academic Press. Krebs and Dawkins (1984) proposed that signals are

Prince, E. (1981). Towards a taxonomy of given-new information. designed not to inform but to manipulate. In response to

:DnreZS %c:e,z?)%d.,z%%dical PragmaticsNew York: Academic  suych manipulation, selection favors skeptical receivers

; R ao e i : determined to discriminate truths from falsehoods. Such
Reldnir;grt,M'll'i_(lwe)The Syntactic Domain of Anaphorgh.D. manipulative signaling evolves in situations of resource
Reinha-r,t, T.' (1983).Anaphora and Semantic Interpretation. Qompetltlon, mcludmg access to mates, parental care, '?”d

Croom-Helm and Chicago University Press. limited food supplies. In cases where sender and receiver
Wexler, K., and Y. C. Chien. (1991). Children’s knowledge of Must cooperate to achieve a common goal, however, selec-

locality conditions on binding as evidence for the modularity of tion favors signals that facilitate the flow of information

syntax and pragmatickanguage Acquisitiod: 225-295. among cooperators. Thus signals designed to manipulate
tend to be loud and costly to produce (yelling, crying with
tears), whereas signals designed for cooperation tend to be
quiet, subtle, and cheap (whispers).

Turning to ecological constraints, early workers sug-
SeeANIMAL NAVIGATION ; COMPARATIVE PSYCHOLOGY, PR gested that signal structure was conventional and arbitrary.
MATE COGNITION; SOCIAL PLAY BEHAVIOR More in-depth analyses, however, revealed that the physical
structure of many signals is closely related to the functions
served (Green and Marler 1979; Marler 1955). Thus, several
avian and mammalian species use calls for mobbing preda-
tors that are loud, short, repetitive, and broad band. Such
Fireflies flash, moths spray pheromones, bees dance, fistsounds attract attention and facilitate sound localization. In
emit electric pulses, lizards drop dewlaps, frogs croak, birdscontrast, alarm calls used to warn companions of an
sing, bats chirp, lions roar, monkeys grunt, apes grimace,approaching hawk are soft, high-pitched whistles, covering
and humans speak. These systems of communication, irrea narrow frequency range, only audible at close range and
spective of sensory modality, are designed to mediate a flowhard to locate (Marler 1955; Klump and Shalter 1984). The
of information between sender and receiver (Hauser 1996). species-typical environment places additional constraints on

Early ethologists argued that signals are designed tothe detectability of signals and the efficiency of transmis-
proffer information to receptive companions, usually of sion in long-distance communication, selecting for the opti-
their own species (Tinbergen 1951; Hinde 1981; Smith mal time of day and sound frequency window (Marten,
1969). When a bird or a monkey gives a “hawk call,” for Quine, and Marler 1977; Morton 1975; Wiley and Richards
example, this conveys information about a kind of danger.1978). To coordinate the movements of groups who are out
And when a redwing blackbird reveals its red epaulette dur-of sight, elephants and whales use very low frequency
ing territorial disputes, it is conveying information about sounds that circumvent obstacles and carry over long dis-
aggressive intent. Analyses of aggressive interactions, howtances. In contrast, sounds with high frequency and short
ever, revealed only weak correlations between performancewavelengths, such as some alarm calls and the biosonar sig-
of certain displays and the probability of attack as opposednals used by bats and dolphins for obstacle avoidance and
to retreat, leaving the outcome relatively unpredictable prey capture, attenuate rapidly.

(Caryl 1979). Thus, while information transfer is basic to all ~ The design of some signals reflects a conflict between nat-
communication, it is unclear how best to characterize theural and sexual selection pressures (Endler 1993). An elegant
information exchange, particularly because animals do notexample is the advertisement call of the mRlagarafrog
always tell the truth. (Ryan and Rand 1993). In its most complete form, one or

In contradistinction to the ethologists, a new breed of ani- more introductory whines are followed by chucks. Because
mal behaviorist—the behavioral ecologists—proposed anfemales are attracted to the chucks, males who produce these
alternative approach based on an economic cost-benefit anaounds have higher mating success. But because frog-eating
ysis. The general argument was made in two moves: (1)bats can localize chucks more readily than whines, frogs pro-
selection favors behavioral adaptations that maximize geneducing chucks are more likely to be eaten. They compromise
propagation; and (2) information exchange cannot be theby giving more whines than chucks until a female comes by.
entire function of communication because it would be easyThere are many such cases in which signal design is closely
for a mutant strategy to invade by providing dishonest infor- related to function, reflecting a tightly stitched tapestry of fac-
mation about the probability of subsequent actions. Thistors that include the sender’s production capabilities, habitat
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structure, climate, time of day, competitors for signal space,ence and nature of a social audience (e.g., allies or ene-
the spatiotemporal distribution of intended recipients, and themies). Vocalizing animals will, for example, withhold alarm
pressures of predation and mate choice. calling in response to a predator if no audience is present,

When signals are produced or perceived, complex pro-and in other cases, will use vocalizations to actively falsify
cessing by the sense organs and the central nervous systeimformation (Cheney and Seyfarth 1990; Evans and Marler
is engaged. Songbirds have a set of interconnected forebrain991; Marler, Karakashian, and Gyger 1991; reviewed in
nuclei specialized for song learning and production. Nuclei Hauser 1996). While there is no evidence that animal sig-
vary widely in size between the sexes, between species andals are guided by awareness of beliefs, desires, and inten-
even between individuals of the same sex, though there aréions, essential to human linguistic behavior (BRBMATE
significant exceptions to these generalizations. Variations COGNITION), there is a clear need for researchers in call
appear to correlate, not only with the commitment to sing- semantics and cognition to work closely together to eluci-
ing behavior, but also with the size of the song repertoire date the mental states of animals while communicating.
(Arnold 1992; Nottebohm 1989). Some aspects of song See alSCOMPARATIVE PSYCHOLOGY, DISTINCTIVE FEA-
learning are analogous to those documented for humarnrURES ETHOLOGY; LANGUAGE AND COMMUNICATION; PHO-
speech, including involvement of particular brain areas, NOLOGY; PRIMATE LANGUAGE; SOCIAL COGNITION IN
local dialects, categorical perception, innate learning prefer-ANIMALS ; SOCIAL PLAY BEHAVIOR
ences, and a motor theory-like system for coordinating
articulatory production and feature perception (Nelson and™
Marler 1989). . References
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also calledbath integration(see Gallistel 1990, chap. 4, for
review of literature). bOdy-canbpmd

Second, it only occasionallgkes a fix,that is, estab- -
lishes position andheading (orientation) on a map using Missing —T
perceived distances and directions from mapped features of gy mhalsi- .
the terrain. While it is necessary from time to time to correct ‘.:'::} o
the inevitable cumulative error in dead reckoning, animals, A2
like human navigators, often invert the process in the inter- LT -
vals between fixes, using their reckoned position and head- TN '
ing on their map to estimate their relation to surrounding :
features. In doing so, they appear to ignore the current testi-
mony of their senses. Thus, when the dimensions of a famil-
iar maze are altered, a rat moving rapidly through it collides
with walls that come too soon, and turns into a wall where it
expects an opening (Carr and Watson 1908). Indeed, it runs
right over the pile of food that is its goal when it encounters
that pile much sooner than expected (Stoltz and Lott 1964).
Bats threading their way through obstacle courses bring
their wings together over their head to squeeze through a geccantric [dead-reckonimg)
gap that is no longer so narrow as to require this maneuver COOMENS1E Sysiam
(Neuweiler and Méhres 1967).

And third, it places relatively minor reliance beacon

larimarn's
] D |
pashicn veotar

Figure 1. Conversion of egocentric position coordinates t

S . .. common geocentric framework. The egocentric position vect
navigation, the following of sensory cues from a goal or its the landmark, with anglB (bearing of landmark) and magnitc

immediate surroundings. Anlmal_s_ of W|de!y diverse species dy is first rotated so that it has angjer B (heading plus bearing
locate a goal by the goal's position relative to the generalthen added to the geocentric position vector of the animal
framework provided by the mapped terrain (see Gallistel compass ar‘|g|qa and magnitudgja), producing the geocentr
1990, chap. 5, for review), not by the sensory characteristicsposition vector for the landmark (with compass angleand
of the goal or its immediate surroundings. Indeed, when themagnituded,). (Slightly modified from figure 1 in Gallistel ar
two are placed in conflict, the animal goes to the place havingCramer 1996. Used by permission of the authors and publist
the correct position in the larger framework, not to the place
having the correct sensory characteristics. For example, if a
chimpanzee sees food hidden in one of two differently col-
ored containers whose positions are then surreptitiously inter- From the above, it is clear thabGNITIVE MAPS are a
changed, the chimpanzee searches for the food in thecritical component in animal navigation, just as conven-
container at the correct location rather than in the one with thetional maps are in conventional navigation. A cognitive map
correct color (Tinkelpaugh 1932). In human toddlers, position is a representation of the layout of the environment. Its
also takes precedence over the characteristics of the containgproperties and the process by which it is constructed are
When a toddler is misoriented within a rectangular room, it questions of basic importance. These cognitive maps are
ignores the container in which it saw a toy hidden, but which known to beEuclidean, sense-preservingpresentations of
it now mistakenly takes to be in the wrong location. It looks the environment, that is, they encode the metric relations
instead in an altogether different container, which it takes to(distances and angles) and the sense relation (right versus
be in the correct location, even though the child demonstrablyleft). This is most readily demonstrated by showing an ani-
remembers the appearance of the container in which it sawmal the location of a hidden goal within a featureless rectan-
the toy hidden (Hermer and Spelke 1996). gular room, then inertially disorienting the animal (by slow
The sensory cues from the goal itself appear to controlrotation in the dark) before allowing it to search for the goal.
approach behavior only in the final approach to the goal, Animals of diverse species search principally at the correct
and even then, only when the goal is in approximately thelocation and its rotational equivalent, for example, in the
correct location. The same is true for the nearby landmarkscorrect corner and the corner diagonally opposite to it
with respect to which an animal more precisely locates its (Cheng 1986; Hermer and Spelke 1996; Margules and Gal-
goal. It uses them as aids to locating its goal only if they listel 1988). They rarely look elsewhere, for example, in the
occupy approximately the correct place in the larger frame-other two corners. To distinguish between the diagonals of a
work. Bees readily learn to search for food on one side of arectangle, however, they must record both metric relations
landmark in one location but on the opposite side of theand sense relations on their map of the rectangular room.
identical landmark placed in a different location (Collett and The short wall is on the left for one diagonal, regardless of
Kelber 1988). In effect, location confers identity, rather than which way one faces along that diagonal, but on the right for
vice versa. A container or landmark with the wrong proper- the other diagonal. If an animal could not distinguish walls
ties in the right place is taken to be the correct container orbased on their length (a metric relationship), or on which
landmark, while a container or landmark with the correct was to the left and which to the right (a sense relationship),
properties in the wrong place is taken to be a different con-then it could not distinguish between the diagonals of a rect-
tainer or different landmark. angle.
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Until recently, there were no suggestions about how ani- Animal Navigation’ Neural Networks
mals might construct a Euclidean map of their environ-

ment. They only perceive small portions of it at any one

time, so how can they perceive the relations between thesénimals show a remarkable ability to navigate through their
portions? Recently, it has been suggested that the deaénvironment. For example, many animals must cover large
reckoning process is the key to the construction of the mapregions of the local terrain in search of a goal (food, mates,
(Gallistel 1990; Gallistel and Cramer 1996; McNaughton et etc.), and then must be able to return immediately and safely
al. 1996) because it specifies the Euclidean relationshipto their nesting spot. From one occasion to the next, animals
between different points of view withinggeocentric frame-  seem to use varied, novel trajectories to make these searches,
work, a system of coordinates anchored to the earth, asand may enter entirely new territory during part of the
opposed to argocentric frameworka system of coordi-  search. Nonetheless, on obtaining the goal, they are typically
nates anchored to the animal’'s body (egocentric positionable to calculate a direct route to return to their home base.
vector in figure). Rotating the egocentric position vector by ~ For many species, this\IMAL NAVIGATION is thought to

the animal's heading (its orientation in the geocentric be based on two general abilities. The first, called “dead
framework) and adding the rotated vector to the geocentricreckoning” (or “path integration”), uses information about
position vector provided by the dead reckoning process car-the animal’s own movements through space to keep track of
ries the representation of the perceived portion of the envi-current position and directional heading, in relation to an
ronment into a common geocentric positional framework abstract representation of the overall environment. The sec-
(landmark’s geocentric position vector in figure). This ond, landmark-based orientation, uses familiar environmen-
method of map construction, in which the animal's dead tal landmarks to establish current position, relative to
reckoning automatically represents its position on its cog- familiar terrain.

nitive map, tells us much about how the animal perceives Over the last few decades, some insight has been gained

the shape of its environment. about howNEURAL NETWORKS in the mammalian brain
See alSOANIMAL NAVIGATION, NEURAL NETWORKS might work to provide the basis for these abilities. In particu-
COGNITIVE ARTIFACTS; HUMAN NAVIGATION lar, two specialized types of cells have been observed to pos-

—C. Randy Gallistel sess relevant spatigl.signals. in the bra@ns of navigating rats.
' “Place cells,” originally discovered in the riPPOCAM-
References pus (O'Keefe and Dostrovsky 1971), fire whenever the ani-

mal is in one specific part of the environment. Each place
Carr, H., and J. B. Watson. (1908). Orientation of the white rat. cell has its own, unigue region of firing. As the animal trav-

Journal of Comparative Neurology and Psycholdgy 27-44. els through the environment, these cells seem to form a
Cheng, K. (1986). A purely geometric module in the rat's spatial maplike representation, with each location represented by
representatiorCognition23: 149-178. neural activity in a specific set of place cells.

Collett, T. S., and A. Kelber. (1988). The retrieval of visuo-spatial Remarkably, these cells also seem to use the two general
memories by honeybeedournal of Comparative Physiology !

series A 163 145-150. abilities menti(_)ned a_bove: dead reckoning and landmark-
Gallistel, C. R. (1990)The Organization of Learningambridge, based_onentatlon. Ewder;t_:e t_hat place cells use landmarks to

MA: MIT Press. establish the place-specific firing patterns came from early
Gallistel, C. R., and A. E. Cramer. (1996). Computations on met- Studies in which familiar landmarks were moved (e.g.,

ric maps in mammals: Getting oriented and choosing a multi- O’Keefe and Conway 1978; Muller and Kubie 1987). For

destination routeJournal of Experimental Biolog¥99: 211— example, in one experiment (Muller and Kubie 1987), rats
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Hermer, L., and E. Spelke. (1996). Modularity and development: gle, white cue card on its otherwise uniformly gray wall.
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mination by environmental shap&nimal Learning and Behav- | Il firing field . hat th I I
ior 16: 404410, place cell firing fields. Evidence that the cells can also use
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landmarks, the only ongoing information about current posi-
tion would have to be based on the animal’s own movements
through space. Further support for the dead reckoning (path

Stoltz, S. P., and D. F. Lott. (1964). Establishment in rats of a
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Both activation of the vestibular system (indicating that the region) that combines place or head direction information,
animal had moved through space), or rotation of the verticalalong with movement-related cues, to feed back onto the
stripes (as would happen due to the animal's own movemenplace or head direction cells, permitting them to choose a
in relation to the stripes) could sometimes “update” the place new locational or directional setting in response to move-
cell firing fields, so that they shifted the location of their ment.
fields, as though the animal had actually moved in the way While these complementary place and directional repre-
suggested by the vestibular or optic flow input. Thus move- sentations are thought to guide the animal’s overall naviga-
ment-related inputs directly influence the positional setting tional behavior (see O’Keefe and Nadel 1978), the
of the hippocampal place cells. mechanism is not yet clear.

The second type of navigation-related cells, known as See alSOCOGNITIVE MAPS; COMPUTATION AND THE
“head direction cells” (Taube, Muller, and Ranck 1990a), BRAIN; HUMAN NAVIGATION ; SPATIAL PERCEPTION
complement the place cells by signaling the animal’s current
directional heading, regardless of its location. Each head
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lar direction (over an approximately 90 degree range). EachReferences
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Chen, L. L., L. H. Lin, E. J. Green, C. A. Barnes, and B. L. apimismmeans labeling inanimate objects as living, attrib-
cortex: 1. Anatomical disuibution and behavioral modulaton, |ind characteristics of animate objects (typically humans)
| " to inanimate objects, and making predictions or explana-

Experimental Brain Researd01: 8-23. . . . -
Foster, T. C., C. A. Castro, and B. L. McNaughton. (1989). Spatial tions about inanimate objects based on knowledge about

selectivity of rat hippocampal neurons: Dependence on pre-animate objects (again usually represented by human

paredness for movemeicience244: 1580—1582. beings). Anthropomorphismor personification means the
Gallistel, C. R. (1990)The Organization of Learnin@Cambridge, extension of human attributes and behaviors to any nonhu-
MA: MIT. mans. Thus animistic reasoning can be regarded as personi-
Goodridge, J. P., and J. S. Taube. (1995). Preferential use of thdication of an inanimate object. In both cases, assigning
landmark navigational system by head direction c8&hav-  mental states (desires, beliefs, and consciousness) to inani-
ioral Neuroscience 09: 49-61. mate objects, including extraterrestrial entities (e.g., the

Goigﬁrd(, 1'39'\5" Péinl\(/jlinzki?grﬁblsbéwziml\g%cl)rgﬂn?]gdr; '\ggt’;lv?tl;/g?o- sun) and geographical parts (e.g., a mountain), provides the
multiple reference frames in a landmark-based navigation task.mOSt IMPressive exaf’nple (“The sun is hot because it wants
to keep people warm”).

Journal of Neuroscienck6: 823-835. - . .
McNaughton, B. L. (1989). Neural mechanisms for spatial compu- 1 he termanimismwas introduced by English anthropol-

tation and information storage. In L. A. Nadel, P. Cooper, P. 0gists to describe mentalities of indigenous people living in
Culicover, and R. Harnish, Ed#leural Connections and Men-  small, self-sufficient communities. Although such usage
tal ComputationsCambridge, MA: MIT Press, pp. 285-349. was severely criticized by Lévy-Bruhl (1910), the term
McNaughton, B. L., L. L. Chen, and E. J. Markus. (1991). “Dead became popular among behavioral scientistsPiageT
reckoning,” landmark learning, and the sense of direction: a (1926) used it to characterize young children’s thinking.
ge“r",?hysli\lo'()gica', ar(‘:% i%’gpzuéiﬂona' hypothedgurnal of  pjaget and his followers (e.g., Laurendeau and Pinard 1962)
ognitive Neuroscien —201. et e ; ;
Mizumori, S. J. Y., and J. D. Williams. (1993). Directionally selec- itr?qonlﬁa&r;:rlsgsc r:ggctpnerst%rélf%/;ré? t;(;?d%nﬁ:escﬁlsdrzlr?nhsa ?af
tive mnemonic properties of neurons in the laterodorsal nucleus Y ting e young chi nave
of the thalamus of ratslournal of Neuroscienc@3: 4015— not yet Iearned to differentiate between animate and inani-
4028. mate objects or between humans and nonhumans. Chiefly
Muller, R. U., J. L. Kubie, and J. B. Ranck, Jr. (1987). Spatial fir- because of methodological differences, a large number of
ing patterns of hippocampal complex-spike cells in a fixed Studies on child animism inspired by Piaget, conducted in
environmentJournal of Neuroscience 1935-1950. the 1950s and early 1960s, obtained conflicting results as to
O'Keefe, J., and N. Burgess. (1996). Geometric determinants ofthe frequency of animistic responses (Richards and Siegler
the place fields of hippocampal neuroNature381: 425-428. 1984, but the results were discussed only within the Piaget-
Quirk, G. J., R. U. Muller, and J. L. Kubie. (1990). The firing of 31 framework.
hippocampal place cells in the dark depends on the rat's recent  gince the 1980s, studies of young children’s biological
experienceJournal of Neuroscienck0: 2008-2017. understanding or naive biology have shed new light on child

Sharp, P. E., R. U. Muller, and J. L. Kubie. (1990). Firing proper- ~ .~ A b fi : h h h
ties of hippocampal neurons in a visually-symmetrical stimulus animism. A number of investigators have shown that even

environment: Contributions of multiple sensory cues and mne- Young children possess the knowledge needed to differenti-
monic processedournal of Neuroscienck0: 3093-3105. ate between humans, typical nonhuman animate objects,
Taube, J. S. (1995). Head direction cells recorded in the anteriorand inanimate ones (SE®GNITIVE DEVELOPMENT). For
thalamic nuclei of freely moving ratdournal of Neuroscience  example, Gelman, Spelke, and Meck (1983) found that even
15: 70-86. three-year-olds can almost always correctly attribute the
Taube, J. S., and H. L. Burton. (1995). Head direction cell activity presence or absence of animal properties to familiar animals
monitored in a novel environment and in a cue conflict situa- 5nq nonliving things. Simons and Keil (1995) demonstrated

tion. Journal of Neurophysiology4: 1953-1971. that young children can distinguish between natural and

Taube, J. S., J. P. Goodridge, E. J. Golub, P. A. Dudchenko, and R, ... = . ; .
W. Stackman. (1996). Processing the head direction cell Signal:artlfICIa| constituent parts of their bodies even when they do

A review and commentarfarain Research Bulletid0: 0-10. not know specifics a_bout them. Young phildren may even
Touretzky, D. S., and A. D. Redish. (1996). A theory of rodent nav- @ssume that each animal and plant has its underlying essen-
igation based on interacting representations of spaifgo- tial nature (Gelman, Coley, and Gottfried 1994; see also

campusg: 247-270. ESSENTIALISM).
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Then why do young children, even when they are intel- spread, but they are more about the metaphysical or imagina-
lectually serious, make animistic or personifying remarks tive universe than about the real world (Atran 1990). Even
fairly often, although not so often as Piaget claimed? Whatcontemporary Japanese culture, outside the science classroom
functions does the mode of reasoning behind animistic ordoes not consider it a silly idea that large, old inanimate enti-
personifying errors have? Both Carey (1985) and Inagakities (e.g., giant rocks, mountains) ha@@SCIOUSNESS
and Hatano (1987) propose that, though young children are See alsS@CONCEPTUAL CHANGE, CULTURAL EVOLUTION;
able to classify entities into ontological categories, when CULTURAL SYMBOLISM; CULTURAL VARIATION ; MAGIC AND
they have to infer an object's unknown attributes or reac- SUPERSTITION NATIVISM
tions, the children apply their knowledge about human .
beings to other animate objects or even to inanimate objects._Glyoo Hatano
This is probably because they do not have rich categorical
knowledge, and thus have to rely BRALOGY in infer- References
ences. Because they are '”t'mate'y familiar with humans’Atran, S. (1990)Cognitive Foundations of Natural Historgam-
although necgssarlly novices in most other domains, they bridge: Cambridge University Press.
can most profitably use their knowledge about humans as aran, S. (Forthcoming). Folk biology and the anthropology of sci-
source analogue for making analogies. ence: Cognitive universals and cultural particul&sin and

Inagaki and Hatano (1987) propose that animistic or per-  Behavioral Sciences.
sonifying tendencies of young children are products of their Barrett, J. L., and F. C. Keil. (1996). Conceptualizing a nonnatural
active minds and basically adaptive natures. Young chil-  entity: Anthropomorphism in God conceptSognitive Psy-
dren’s personification or person analogies may lead them to_ chology31: 219-247. o _
accurate predictions for animate objects phylogenetically arey. S. (1985)Conceptual Change in Childhoo@.ambridge,
similar to humans. It can also provide justification for a vari- Gell\rqw':nMg PI;eSSSbelke and E. Meck. (1983). What preschoolers
ety Of. experences, sometimes even with phylernet.'Ca”y knowl ab'c,Jut.animate’and ina'nimate.objects'. In D. Rogers and J.
less similar objects, such as trees or flowers. Young chlldr(_an A. Sloboda, Eds.The Acquisition of Symbolic Skillslew
may have learned these heuristic values through their prior  york: plenum Press, pp. 297-326.
contacts with a variety of animate objects. The analogiesGelman, S. A., J. Coley, and G. M. Gottfried. (1994). Essentialist
young children make may involve structurally inaccurate  beliefs in children: The acquisition of concepts and theories. In
mapping (e.g., mapping the relation between humans and L. A. Hirschfeld and S. A. Gelman, Ed84apping the Mind:
food to that between plants and water), and induce biased Domain Specificity in Cognition and Culturelillsdale, NJ:
reasoning (neglect of the roles of nutrients in the soil and Erlbaum, pp. 341-365. .
photosynthesis). Although young children may carry anal- Holyoak, K. J., and P. Thagard. (1996)ental LeapsCambridge,

: P ; MA: MIT Press.
ogy beyond its proper limits, and produce false Inferences'Inagaki, K., and G. Hatano. (1987). Young children’s spontaneous

they can generate “educated guesses” by analogies, relying personification as analogghild Developmens8: 1013-1020.

on their only familiar source analogue of a person (Holyoak | 5 rendeau, M., and A. Pinard. (1968ausal Thinking in the
and Thagard 1995). Animistic errors and overattribution of  child: A Genetic and Experimental ApproacNew York:
human characteristics to nonhuman animate objects should |nternational Universities Press.

therefore be regarded as accidental by-products of this reatévy-Bruhl, L. (1910)How Natives ThinkTranslated by Princeton:
soning process. Because their personification is subject to a Princeton University Press, 1985. Originally published.es
variety of constraints, such as checking the plausibility of the  fonctions mentales dans les sociétés infériedrass: Alcan.
inference against what is known about the target, it does nofMead, M. (1932). An investigation of the thought of primitive chil-
produce many personifying errors, except for assigning men- dren with speual reference to animisdournal of the Royal
tal states to nonhumans. Anthropological Instituteés2: 173-190.

How can we explain animistic thinking among indigenous Piaget, J. (1926)The Child’s Conception of the Worl@ranslated

; ) ? by Totowa, NJ: Rowman and Allanheld, 1960. Originally pub-
adults? According to Atran (forthcoming), in cultures jisheq asia représentation du monde chez I'enfaRaris:

throughout the world it is common to classify all entities int0 presses Universitaires de France.

four ontological categories (humans, nonhuman animals,Richards, D. D., and R. S. Siegler. (1984). The effects of task
plants, and nonliving things, including artifacts), and to  requirements on children’s life judgmen@hild Development
arrange animals and plants hierarchically and more or less 55: 1687-1696.

accurately because such taxonomies are products of th&imons, D.J., and F. C. Keil. (1995). An abstract to concrete shift
human mind’s natural classification scheme (see ris@& in the development of biological thought: The inside story.
BIOLOGY). Because indigenous people generally possess rich ©0gnition56: 129-163.

knowledge about major animals and plants in their ecological )

niche, their animistic and personifying remarks cannot result Further Readings

from having to rely on the person analogy, except for poorI_y Bullock, M. (1985). Animism in childhood thinking: A new look at
understood nonnatural entities like God (Barrett and Keil = ", questiorDevelopmental Psychologyl: 217—225.

1996). Such remarks seem to be product's. of cultural be!l?fSDennis, W. (1953). Animistic thinking among college and univer-
acquired through discourse about a specific class of entities. sty studentsScientific Monthly76: 247—-249.

Mead's early observation (1932) that children in the Manus polgin, K. G., and D. A. Behrend. (1984). Children’s knowledge
tribes were less animistic than adults lends support to this about animates and inanimat&hild Developmenb5: 1646—
conjecture. Animistic or personifying explanations are wide-  1650.
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Inagaki, K. (1989). Developmental shift in biological inference (The term “anomalous monism” and the argument were

processes: From similarity-based to category-based attribution.introduced in Davidson 1970.)

Human Developmer®2: 79-87. o _ The three premises are not equally plausible. (1) is obvi-
Looft, .W. R., anq W. H. Bartz. (1969). Animism revivétsycho- ous. (2) has seemed true to many philosophersg and
Mals?s?el(;/,alcéull\llﬁ,ugﬁ' éflgélman. (1988). Preschoolers’ ability to KANT are examples_, though their reasons for hoIding it were

decide whether a photographed unfamiliar object can move V€'Y different (Dav'dson_ 1995)'.“ has been guestioned by

itself. Developmental Psycholog#: 307-317. others (An§combe 197'1, Cartwngh'g 1983). A defense of (2)

would begin by observing that physics is defined by the aim
of discovering or devising a vocabulary (which among other
things determines what counts as an event) which allows the
formulation of a closed system of laws. The chief argument
Anomalous monism is the thesis that mental entities for the nomological and definitional irreducibility of mental
(objects and events) are identical with physical entities, concepts to physical is that mental concepts, insofar as they
but under their mental descriptions mental entities are nei-involve the propositional attitudes, are normative, while the
ther definitionally nor nomologically reducible to the concepts of a developed physics are not. This is because
vocabulary of physics. If we think of views of the relation propositions are logically related to one another, which
between the mental and the physical as distinguished, firstplaces a normative constraint on the correct attribution of
by whether or not mental entities are identical with physi- attitudes: since an attitude is in part identified by its logical
cal entities, and, second, divided by whether or not thererelations, the pattern of attitudes in an individual must
are strict psychophysical laws, we get a fourfold classifica- exhibit a large degree of coherence. This does not mean that
tion: (1) nomological monismwhich says there are strict people may not be irrational, but the possibility of irratio-
correlating laws, and that the correlated entities are identi-nality depends on a background of rationality (Davidson
cal (this is often called materialism); (2)omological 1991).
dualism (interactionism, parallelism, epiphenomenalism); (3) rules out two forms oREpuUCTIONISM: reduction of
(3) anomalous dualismwhich holds there are no laws cor- the mental to the physical by explicit definition of mental
relating the mental and the physical, and the substancegredicates in physical terms (some forms of behaviorism
are discrete (Cartesianism); and &jomalous monism, suggest such a program), and reduction by way of strict
which allows only one class of entities, but denies the pos-bridging laws—laws that connect mental with physical
sibility of definitional and nomological reduction. It is properties. (1)—(3) do, however, entail ontological reduction,

Anomalous Monism

claimed that anomalous monism is the answer tatke- becapse they imply that mental entities do.not add to the
BODY PROBLEM, and that it follows from certain premises, physical furniture of the world. The result is ontological
the main ones being: monism coupled with conceptual dualism. (Compare

Spinoza’s metaphysics.) Anomalous monism is consistent

1. All mental events are causally related to physical events.with the thesis that psychological properties or predicates

For example, changes iRROPOSITIONAL ATTITUDES are supervenient on physical properties or predicates, in this
such as beliefs and desires cause agents to act, angense oSUPERVENIENCE a propertyM is supervenient on a
actions cause changes in the physical world. Events inget of propertie® if and only ifM distinguishes no entities
the physical world often cause us to alter our beliefs, o gistinguishable by the propertiesPn(there are other

intentions and desires. L .
2. If two events are related as cause and effect, there is geflnmons of supervenience).

strict law under which they may be subsumed. This A A Widely accepted criticism of anomalous monism is that
means that cause and effect have descriptions that instanit MaKESMENTAL CAUSATION irrelevant because it is the
tiate a strict law. A strict law is one that makes no use of Physical properties of events that do the causing (Kim
open-ended escape clauses such as “other things bein§993). The short reply is that it is events, not properties, that
equal.” Such laws must belong to a closed system: what-are causes and effects (Davidson 1993). If events described
ever can affect the system must be included in it. ~in physical terms are effective, and they are identical with
3. There are no strict psychophysical laws (laws connectingthose same events described in psychological terms, then
or identifying mental events under their mental descrip- the |atter must also be causally effective. The vocabularies
tions with physical events under their physical descrip- ¢ physics and of psychology are irreducibly different ways

tions). From this premise and the fact that events e o
desczibed in psychFc)JIogicaI terms do not belong to aof describing and explaining events, but one does not rule

closed system, it follows that there are no strtcHo out, or supercede, the other.
LOGICAL LAWS; psychological laws, if carefully stated, See alsOAUTONOMY OF PSYCHOLOGY, ELIMINATIVE
must always contain ceteris paribus clauses. MATERIALISM ; PHYSICALISM; RADICAL INTERPRETATION

Take an arbitrary mental evelt. By (1), it is causally —Donald Davidso

connected with some physical evénBy (2), there must be

a strict law connectinyl andP; but by (3), that law cannot References

be a psychophysical law. Because only physics aims to proanscombe, G. E. M. (1971Lausality and DeterminatiorCam-
vide a closed system governed by strict laws, the law con- pridge: Cambridge University Press.

nectingM andP must be a physical law. But théh must Cartwright, N. (1983)How the Laws of Physics Li€®xford:
have a physical description—it must be a physical event. Oxford University Press.
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Davidson, D. (1980). Mental events. In D. DavidsEssays on comprehension dissociation, with impaired writing but
Actions and Event©xford: Oxford University Press. often less severe disturbance to reading. Because Broca’s

Davidson, D. (1991). Three varieties of knowledge. In A. Phillips area lies next to motor areas for muscular control of speech
Griffiths, Ed.,A. J. Ayer: Memorial Essay®oyal Institute of (lips, palate, vocal chords, jaw), early assumptions were that

\Ijg:ﬁ;og?gssSupplement, vol. 30. Cambridge: Cambridge Uni- grqca's area was a center for the encoding of articulated

Davidson, D. (1993). Thinking causes. In J. Heil and A. Mele, SpeeCh'. , .

Eds.,Mental CausationOxford: Oxford University Press. Wernicke’s aphasia, by contrast, results from damage to
Davidson, D. (1995). Laws and cauBialectica49: 263-279. the posterior region of the left hemisphere, specifically in
Kim, J. (1993). Can supervenience and “non-strict laws” save the areas adjacent to the primary auditory cortex on the pos-

anomalous monism? In J. Heil and A. Mele, EMental Cau- terior portion of the superior left temporal gyrus. Patients

sation.Oxford: Oxford University Press. with Wernicke’s aphasia produce speech that is fluent,
effortless, and rapid (hence the teflwent aphasia The
Anthropology content of their productions, however, is remarkably

“empty” and filled with inappropriate word use (verbal
paraphasias). Importantly, patients with Wernicke’s aphasia

See INTRODUCTION: CULTURE, COGNITION, AND EVOLU- demonstrate a profound comprehension deficit—often even

TION; COGNITIVE ANTHROPOLOGY, CULTURAL RELATIVISM, at the single word level. Both writing and (particularly)

ETHNOPSYCHOLOGY READING are standardly highly impaired.

. . The discovery of a link between these two distinct types

Antirealism of language disruption and two distinct brain areas led to
neuroanatomical-connectionist models of brain organization

SEEREALISM AND ANTIREALISM for language (Wernicke 1874; Lichtheim 1884), which, in
one form or another, have been pervasive through to the

Aphasia later twentieth century (e.gsESCHWIND1979). These mod-

els attempted to capture and predict the wide variety of lan-
guage deficits that had been reported throughout the

Aphasia (acquired aphasia) is a disorder of communicationliterature in terms of “disconnection” syndromes. Thus, for
caused by brain damage. The acquired aphasias constituteeample, the early Wernicke-Lichtheim connectionist
family of disruptions to comprehension and production of model easily represented the fact that damage to the arcuate
language in both oral and written form. Much of the history fasciculus (which roughly connects Wernicke’s to Broca’s
of aphasia has been (and continues to be) concerned witlarea) leads to the inability to repeat language, a syndrome
attempts to characterize the natural organization of languagehat was termedonduction aphasigFor a complete review
as revealed by the selective manner in which languageof aphasic syndromes, see Goodglass 1993.)
breaks down under focal brain damage. Early versions of such models were modality-based,

The history of the field has precursors in the very earliest viewing Broca’s and Wernicke's areas as essentially motor
recordings of medicine, but largely achieved modern form and sensory language areas, respectively. Broca’s area was
with the work of PauBRroca (1861) and Carl Wernicke  considered primarily responsible for the encoding of articu-
(1874). From this clinical work, two generalizations con- latory form for production (speaking), and Wernicke's area
cerning the brain-language relationship were derived thatwas considered primarily responsible for the organization of
have become canonical in the field. First, it was documentedlanguage perception (listening/understanding).
that lesions to areas in the left, but not right, cerebral hemi- However, these connectionist/associationist approaches
sphere standardly result in language disruption (leading towere criticized nearly from their inception as oversimplifi-
the concept of unilateral cerebral dominance for language;cations that did not capture the cognitive and conceptual
e.g., Broca 1865). Second, within the left hemisphere, complexity of the behavioral disruptions found in even the
lesions to different areas result in reliably different patterns “classic” (Broca’'s and Wernicke’s) aphasias (e.g., Jackson
of language loss (e.g., Wernicke 1874). 1878; Head 1926; Pick 1931; Goldstein 1948; Luria 1966).

Thus, damage to what has become known as Broca'sSuch criticisms led to changes in the postulated nature of
area, in the lower portion of the left frontal lobe (more par- the “nodes” underlying anatomical-connectionist models (or
ticularly, the opercular and triangular parts of the inferior to nonconnectionist characterizations entirely), with move-
frontal gyrus, including the foot of the third frontal convolu- ment toward more linguistically and cognitively relevant
tion, and extending into subcortical white matter), produces characterizations.
clinical observations of difficulty in articulation and produc- Zurif, Caramazza, and Myerson (1972) were major modern
tion of speech with relative (but not complete) sparing of proponents of this movement, with empirical demonstrations
comprehension, resulting in what has come to be calledof an “overarching agrammatism” underlying the deficit in
Broca's aphasia. Patients with damage to this area producenany instances of Broca’s aphasia. They demonstrated that
little (or at least labored) speech, which is poorly articulated not only was production in these patients “agrammatic,” but
and telegraphic, involving omission of so-called function or that comprehension also suffered from a disruption to the
closed-class words (articles, auxiliaries, etc.). Their speechcomprehension of structural relationships, particularly when
relies heavily on nouns, and (to a far smaller degree) verbsclosed-class function words were critical to interpretation or
Their written communication follows this same production- when disambiguating semantic information was unavailable.
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Similarly, a modality-overarching difficulty in semantical Broca, P. (1961). Perte de la parole. Ramollissement chronique et
interpretation was claimed for patients with damage to Wer- ~ destruction partielle du lobe anterieur gauche du cenBaalu.
nicke’s area. In the early versions of this “linguistic-relevance” _ letin de la Societe d’Anthropologie 235. _
approach to aphasia, the loci of damage were described iffroca, P- (1865). Sur la faculte du langage artidlgletin de la
terms of “loss of knowledge” (e.g., loss of syntactic rules). Ge?gﬁ\;ﬁ;edd,ﬁ‘nzgg’?pgc;'og'ée'cs;gﬁz_;?oiS of the human bien.
However the claim of knowledge-loss proved empirically dif- =" e o nsonie, bp 180201

: e . . : ptember: .
ficult to sustain, whereas qescrlptlpns in terms pf dlsruptlonseoodgms, H. (1993Vnderstanding AphasiaSan Diego: Aca-
to the processing (access, integration) of linguistically relevant  gemic Press.
representations (WordsyNTAX, SEMANTICS) was empirically  Head, H. (1926)Aphasia and Kindred Disorders of Speeiew
demonstrable. In support of such modality-independent York: Macmillan.
descriptions of aphasia, this same distribution of deficits hasJackson, J. H. (1878). On affections of speech from disease of the
been shown in languages that do not rely on the auditory/oral brain.Brain 1: 304-330.
modality. Studies ofIGN LANGUAGES (a visuospatial, nonau-  Lichtheim, O. (1984). On aphasBrain 7: 443-484.
ditory language) in deaf signers have demonstrated that leftl-uria, A. R. (1966)Higher Cortical Functions in MariNew York:
hemisphere damage results in marked impairment to sig wﬁr?rsés EEOOKES'B Zurif, P, Prather, and T. Love. (1996). Neuro-
'3”9“?‘99 abilities, but right hemlsp_here damage does no logical distribution of processing resources underlying lan-
(despite the fact that such damage disrupts non-language spa- g ,age comprehensiodournal of Cognitive Neuroscien82):
tial and cognitive abilities). Further, syntactic versus semantic  174-184.
sign-language disruptions have been shown to pattern neuwernicke, C. (1874)Der aphasiche SymptomenkompBreslau:
roanatomically with the language problems accompanying Cohn und Weigert. Republished as: The aphasia symptom com-
damage to Broca’s and Wernicke's areas, respectively (Bel- plex: A psychological study on an anatomical basisWer-
lugi, Poizner, and Klima 1989). nicke's Works on Aphasiahe Hague: Mouton.

In all, much work has demonstrated that characteriza-Zurif, E., A. Caramazza, and R. Myerson. (1972). Grammatical judg-
tions of the functional commitment of brain architecture to ~ Ments of agrammatic aphasibieuropsychologid0: 405-417
language as revealed via the aphasias requires explicit con. .
sideration of the abstract, modality-neutral functional archi- Further Readings
tecture (syntax, etc.) of language. Bellugi, U., and G. Hickok. (1994). Clues to the neurobiology of

The use of behavioral techniques that examine language |anguage. In Broadwell, EdNeuroscience, Memory and Lan-
processing as it takes place in real time (online techniques; guage Washington: Library of Congress.

e.g., Swinney et al. 1996) have recently served to furtherGoldstein, K. (1948)Language and Language Disturbanchigw
detail the brain-language relationships seen in aphasia. York: Grune and Stratton.

This work has demonstrated disruptions to functional sys- Goggglgsesiétl_e'a %ri‘golrfde'?gﬂﬁl;de(ﬁjghg_blﬁe/?;ﬁ;ﬁ:ﬂ;%?é eorf Aphasia
tems underlying language at finely detailed levels of lin- : : '

geuisstig prgcgssgnge;agalil/%is, evene gr(()jvidinzda ebaesgss (lzor the.]ackson, J. H. (1915). Reprints of some Hughlings Jacksons papers

. . L2 - on affections of speecBrain 38: 28-190.
argument that some disruptions underlying “classic” syn- Jakobson, R. (1956). Two aspects of language and two types of

dromes may represent, at least partially, disruptions to ele-" 5 ¢ disturbances. In R. Jakobson and M. Halle, Edis:,
mental processing resources that are recruited by the gamentals of Languag@he Hague: Mouton.

language systenMEMORY, ATTENTION, access, etc.). With  Marie, P. (1906). Revision de la question de I'aphasie: La troisieme
the details provided by these temporally fine-grained circonvolution frontale gauche ne jose aucun role special dans
examinations of aphasias and by modern brain imaging, la fonction du langag&emaine Medical26: 241.

the apparent lack of homogeneity of the language disrup-Pick, A. (1931). Aphasie. In O. Bumke and O. Foerster, Eds.,
tions found in aphasic syndromes (including the many T;”gbulf?h ger.normalenllﬂg PléggglongChen Physiologik,
putative aphasic syndromes not associated with Broca’s or__+2: Berin: Springer, pp. 1416=1524. . :
Wernicke’s areas) appears on course to being better under>1%: M. T., Ed. (1981fcquired AphasiaNew York: Academic

stood. It has led, on one hand, to increasing examination of, Press. :
o ’ L INg ¢ . .+ Schwartz, M., M. Linebarger, and E. Saffran. (1985). The status of
individual cases of aphasia for determination of “new

g - ! the syntactic deficit theory of agrammatism. In M. L. Kean,
aspects of the brain-language relationship (and, to more gq AgrammatismOrlando: Academic Press.

cautious claims about group/syndrome patterns), and onswinney, D., E. B. Zurif, and J. Nicol. (1989). The effects of focal
the other hand, to new models of language, based increas- brain damage on sentence processing: An examination of the
ingly on verifiable language behaviors as revealed by neurological organization of a mental moduleurnal of Cog-

“anomalous” aphasic cases. nitive Neurosciencé: 25-37.
See alSOGRAMMAR, NEURAL BASIS OF, HEMISPHERIC Zurif, E. B., and D. Swinney. (1994)._ The_ n_europsthology of lan-
SPECIALIZATION; LANGUAGE IMPAIRMENT, DEVELOPMEN- guage. InHandbook of PsycholinguisticsSan Diego: Aca-
demic Press.

TAL; LANGUAGE, NEURAL BASIS OF, SENTENCEPROCESSING

—David A. Swinney Arch |
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Architecture for the forthcoming rounded vowel. This phenomenon is
calledcoarticulationand has been one of the most challeng-
ing issues in speech production theory. Coarticulation is not

SEeCOGNITIVE ARCHITECTURE restricted to immediately adjacent sounds and may, in fact,
extend over several segments and even cross syllable and
Art word boundaries. The complex overlapping of articulatory

movements has been the subject of considerable research, as
summarized by Fowler and Saltzman (1993) and by Kent
and Minifie (1977). Coarticulation is an obstacle to segmen-
tation, or the demarcation of speech behavior into discrete
units such as phonemes and words.

With the exception 08IGN LANGUAGES used by people
Articulation means movement. In speech, articulation is thewho are deaf, speech is the primary means of communica-
process by which speech sounds are formed. The articulatorion in all human communities. Speech is therefore closely
are the movable speech organs, including the tongue, lips, jawelated to language (and to the auditory perception of lan-
velum, and pharynx. These organs, together with relatedguage) and is often the only means by which a particular
tissues, comprise thecal tract,or the resonating cavities of language can be studied, because the majority of the world’s
speech production that extend from the larynx (voice box) tolanguages do not have a written form. Speech appears to be
the lips or nostrils. Human speech production is accomplishedunique to humans (se@IMAL COMMUNICATION). Because
by the coordination of muscular actions in the respiratory, speech is harnessed to language, it is difficult or impossible
laryngeal, and vocal tract systems. Typically, the word to gain a deep understanding of speech apart from its lin-
articulation refers to the functions of the vocal tract, but guistic service. As Fujimura (1990) observed, “While
speech production requires the action of all three systems. Aspeech signals convey information other than linguistic
full account of speech production would go beyond codes, and the boundary between linguistic and extra- or
articulation to include such topics as intonation and emotionalparalinguistic issues may not be clearcut, there is no ques-
expression. Essentially, articulation is the means by whichtion that the primary goal of speech research is to under-
speech is formed to express language (S&@GUAGE stand the relation of the units and organization of linguistic
PRODUCTIONandLANGUAGE AND COMMUNICATION). forms to the properties of speech signals uttered and per-

Articulation is a suitable topic for cognitive science for ceived under varying circumstances” (p. 244). The output of
several reasons, but especially because it is (1) arguably théhe phonological component of the grammar has often been
most precisely performed of human movements, (2) a serialassumed as the input to the system that regulates speech
behavior of exceptional complexity, (3) the most natural production (sSe@HONETICSandPHONOLOGY).
means of language expression in all communities except Because the speech signal is perishable, expression and
people with impairments of hearing, and (4) a uniquely perception of its serial order are essential to communication
human behavior linked to a variety of other accomplish- by speech. In his classic papexsHLEY (1951) considered
ments. speech as exemplary of the problem of serial order in human

Ordinary conversational speech is produced at rates ofbehavior. He proposed three mechanisms for the control of
five to ten syllables per second, or about twenty to thirty seriation: determining tendency (the idea to be expressed),
phonemes (sound units that distinguish words) per secondactivation of the selected units (meaning that they are
Individual speech sounds therefore have an average duratioprimed for use but not yet serially ordered), and the schema
of approximately fifty milliseconds. This rapid rate has been of order (or the syntax of the act that finally yields a serial
emphasized in studies of speech perception because nordering of the intended utterance). Lashley’s insights illu-
other sound sequence can be perceived at comparable ratesinate some of the major cognitive dimensions of articula-
of presentation (Liberman et al. 1967). The rapid rate is tion, and Lashley’s ideas resonate in contemporary studies
impressive also from the perspective of production and theof speech. One area in particular is the study of sequencing
motor control processes it entails. Each sound must beerrors (e.g., substitutions, deletions, and exchanges of seg-
uttered in the correct sequence, and each, in turn, requiresnents) in both normal and pathological speech. These errors
the precise timing of the movements that distinguish it from have attracted careful study because of the belief that the
other sounds. Although a given sound can be prototypicallymistakes in the motor output of speech can reveal the under-
defined by its associated movements (e.g., closure of thdying organization of speech behavior. Large corpora of
lips and laryngeal vibrations for thdn boy), the actual pat-  speech errors have been collected and analyzed in attempts
tern of movements varies with other sounds in the sequencéo discover the structures of speech organization (Fromkin
to be produced (the phonetic context). Generally, articula- 1980). But this is only part of the problem of serial order in
tory movements overlap one another and can be mutuallyspeech. It is also necessary to understand how individual
adjusted. At any one instant, the articulators may appear tanovements are coordinated to meet the needs of intelligibil-
be simultaneously adjusted to the requirements of two ority while being energetically efficient (Kelso, Saltzman, and
more sounds. For example, theound in the wordtewis Tuller 1986; MacNeilage 1970).
typically produced with lip rounding, but tlsesound in the A number of laboratory techniques have been developed
word stayis not. The reason for this difference is thatshe to study speech production. The two major methodologies
sound in the wordtewanticipates the lip rounding required are physiologic and acoustic. Physiological methods are

SeePICTORIAL ART AND VISION
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diverse because no single method is suited to study the diffromkin, V. A., Ed. (1980)Errors in Linguistic Performance: Slips
ferent structures and motor systems involved in speech. of the Tongue, Ear, Pen and Hamtew York: Academic Press.
Among the methods used are e|ectromy0graphy' aerodyFU]lmUra, 0., and D. Erickson. (1997). Acoustic phonetl.CS. |n W.
namics, various kinds of movement transduction, X-ray, and in g'eirggaggeﬁ%d één';%‘r’%geEdMszf‘g:’;&ngﬁ Phonetic Sci-
pholocectical echniques (Sone 1997) OF hese, XY ool £, and . St Kemed: (1959 Acousic
: . . ’ ' dence for the development of gestural coordination in the
to avoid the hazards of X-ray exposure, investigators are  gpeech of 2-year-olds: a longitudinal studyurnal of Speech
using alternative methods such as the use of miniature mag- and Hearing Researcs6: 707—727.
netometers. Acoustic studies offer the advantages of econGuenther, F. H. (1995). Speech sound acquisition, coarticulation
omy, convenience, and a focus on the physical signal that and rate effects in a neural network model of speech produc-
mediates between speaker and listener. Acoustic methods tion. Psychological Review02: 594-621.
are limited to some degree because of uncertainties in inferHenke, W. L. (1966)Dynamic Articulatory Model of Speech Pro-
ring articulatory actions from the acoustic patterns of r}prggﬁ“?\;‘ LIJS(TSQCEmSpeungIr c?:(;‘;‘#'a;'gzt‘éﬁéldé?:{rgg/‘gd srocessing
speech (Fant 1970), but acoustic analysis has been a prima o WL - e : IStribu :
source of information on articulation and its relation to ~ 2PProach. InJ. L. Elman and D. E. Rumelhart, Eiisvances

speech perception (Fujimura and Erickson 1997, Stevens glli:_c);;gectuomst Theory: Speedtilisdale, NJ: Erlbaum, pp.

1997). . . . ) Kelso, J. A. S., E. L. Saltzman, and B. Tuller. (1986). The dynami-
Among the most influential theories or models of articu-  ¢a| perspective on speech production: data and thémuynal
lation have been stage models, dynamic systems, and con- of Phoneticsl4: 29-59.

nectionist networks. In stage models, information is Kent, R. D., and F. D. Minifie. (1977). Coarticulation in recent
successively processed in serially or hierarchically struc- speech production modellournal of Phonetics: 115-133.
tured components (Meyer and Gordon 1985). Dynamic sys-Lashley, K. (1951). The problem of serial order in behavior. In L.
tems theories seek solutions in terms of task-dependent A. Jeffress, Ed.Cerebral Mechanisms in Behavigp. 506
biomechanical properties (Kelso, Saltzman, and Tuller 528 New York: Wiley. .

1986). Connectionist networks employ massively parallel [P€man. A. M., F. S. Cooper, D. P. Shankweiler, and M. Stud-
architectures that are trained with various kinds of input dert-Kennedy. (1970). Perception of the speech depcho-

. - L logical Reviewr4: 431-461.
information (Jordan 1991). Significant progress has beenMeyer, D. E., and P. C. Gordon. (1985). Speech production: motor

made in the computer simulation of articulation, beginning  programming of phonetic featuredournal of Memory and
in the 1960s (Henke 1966) and extending to contemporary | anguage24: 3—26.
efforts that combine various knowledge structures and con-MacNeilage, P. (1970). Motor control of serial ordering of speech.
trol strategies (Saltzman and Munhall 1989, Guenther 1995, Psychological Review7: 182—-196.
Wilhelms-Tricarico 1996). This work is relevant both to the Saltzman, E. L., and K. G. Munhall. (1989). A dynamical approach
understanding of how humans produce speech and to the t?] %eswfaégpgatgeggmg in speech productifieological Psy-
i ; chology1: —382.
gg\églc()ﬁgﬁ?t%g‘g.artlculatory speech  synthesizesse ( Shattuck-Hufnagel, S. (1983). Sublexical units and suprasegmental

. .. structure in speech production planning. In P. MacNeilage, Ed.,
A major construct of recent theorizing about speech The Production of Speechiew York: Springer, pp. 109-136.

articulation is thegesture defined as an abstract character- gievens, K. N. (1997). Articulatory-acoustic-auditory relation-
ization of an individual movement (e.g., closure of the lips).  ships. In W. J. Hardcastle and J. Laver, Bdandbook of Pho-

It has been proposed that gestures for individual articulators  netic ScienceCambridge, MA: Blackwell, pp. 462—506.

are combined in a motor score that specifies the movementStone, M. (1997). Laboratory techniques for investigating speech
for a particular phonetic sequence. A particularly appealing  articulation. In W. J. Hardcastle and J. Laver, Edsndbook
property of the gesture is its potential as a construct in pho- of Phonetic Science§ambridge, MA: Blackwell, pp. 11-32.
nology (Browman and Goldstein 1986), speech productionWllhelms-Trlcarlco, R. (1996). A blom.echanlcal and physiologi-
(Saltzman and Munhall 198%pPEECHPERCEPTION(Fowler caII_y-baged vocal tract model and its contdaurnal of Pho-
1986), and speech development in children (Goodell and "etics24: 23-38.

Studdert-Kennedy 1993).

See alsOPHONOLOGY, ACQUISITION OF, PHONOLOGY, Further Readlngs

NEURAL BASIS OF; SPEECHRECOGNITIONIN MACHINES Fant, G. (1980). The relations between area functions and the
acoustic signalPhonetica37: 55-86.

—Raymond D. Kent Fujimura, O. (1990). Articulatory perspectives of speech organi-
zation. In W. J. Hardcastle and J. Laver, E8ggech Produc-
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Lindblom, B. E. F,, and J. E. F. Sundberg. (1971). Acoustical con- levy taxes and impose forced labor; in other words, they gave
sequences of lip, tongue, jaw and larynx movemimirnal of the temple institutional control over manpower and the pro-
the Acoustical Society of Ameriba: 1166-1179. _ duction of real goods. The accumulation of wealth in the

Lofgvist, A. (1997). Theories and models of speech prodyctlop. IN hands of a ruling priesthood bolstered the development of
W. J. Hardcastle and J. Laver, Ed$andbook of Phonetic Sci- 1 mental architecture and the arts. More importantly, the

encesCambridge, MA: Blackwell, pp. 405-426. ; )
Mermelstein, P. (1973). Articulatory model of speech production. temple economy fostered long distance trade and critical

Journal of the Acoustical Society of Amer&% 1070-1082. industries su.ch'as metallurgy (Moorey 1985). In turn, metal
Ohman, S. E. G. (1967). Numerical model of coarticulationr- tools revolutionized crafts. For example, metal saws could
nal of the Acoustical Society of Ameri¢a 310-320. cut wooden planks into circular shapes, allowing such inven-

Perkell, J. S. (1997). Articulatory processes. In W. J. Hardcastletions as the wheel (Littauer and Crauwel 1979). Metal weap-
and J. Laver, EdstHandbook of Phonetic Scienc&ambridge, ons transformed warfare, leading to conquests far and near

MA: Blackwell, pp. 333-370. . _ that could be administered with tokens and economic tablets
Smith, A. (1992). The control of orofacial movements in speech. (Algaze 1993). Finally, tokens and writing fostered new cog-
Critical Reviews in Oral Biology and Medicitge 233-267. nitive skills and thereby transformed the way people thought

Stevens, K. N. (1989). On the quantal nature of speecinal of (Schmandt-Besserat 1996)

Phoneticsl7: 3-46. Starting with the beginning of agriculture ca. 8000 B.C.,
clay tokens of multiple shapes were used for counting and

Artifacts accounting goods. They were the first code or system for
storing/communicating information: each token shape rep-
SEEeARTIFACTS AND CIVILIZATION ; COGNITIVE ARTIFACTS; resented one unit of merchandise, for example, a cone and a
HUMAN NAVIGATION; TECHNOLOGY AND HUMAN EVOLU- Sphere StOOd, reSpeCtiVEly, for a small and a Iarge measure
TION of grain, and an ovoid for a jar of oil (figure 1). The tokens

represent a first stage of abstraction. They translated daily-
life commodities into miniature, mostly geometric counters,
removing the data from its context and the knowledge from
the knower. However, the clay counters represented plural-
The development of civilization meant more than social and ity concretely, in one-to-one correspondence. Three jars of
technological innovations. It required the acquisition of com- oil were shown by three ovoids, as in reality.

plex cognitive processes. In particular, the ability to manipu-  About 3500-3300 B.C., envelopes in the form of hollow
late data abstractly was key to the development of urbanclay balls were invented to keep in temple archives the
society. This is illustrated by the evolution of artifacts for tokens representing unfinished transactions (tax debts?). For
counting and accounting associated with the rise of the veryconvenience, the accountants indicated the tokens hidden
first civilization in Sumer, Mesopotamia, about 3300-3100 inside the envelopes by impressing them on the outside. The
B.C. Here, the development of a system of clay tokens and itdwo-dimensional markings standing for three-dimensional
final transmutation into writing on clay tablets document the tokens represented a second step of abstraction. A third
importance for an administration to process large amounts oflevel of abstraction was reached ca. 3200-3100 B.C., when
information in ever greater abstraction (Schmandt-Besseratsolid clay balls—tablets—did away with the actual tokens,
1992). Tokens and economic clay tablets made it possible tmnly displaying the impressions. The impressed markings

Artifacts and Civilization

Figure 1. Tokens held in an envelope from Susa, present-day Iran,impressed markings represented units of goods concretely, in one-
ca. 33008.c. The large and small cones stood for large and small to-one correspondence. Published in Schmandt-Besserat, D.
measures of grain and each of the lenticular disks represented §1992),Before Writingyol. 1. Austin: University of Texas Press, p.
flock of animals (107?). The markings impressed on the outside of126, fig. 73. Courtesy Musée du Louvre, Département des
the envelope correspond to the tokens inside. Both tokens andAntiquités Orientales.
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still represented numbers of units of goods concretely, in
one-to-one correspondence. Three jars of oil were shown by
three impressions of the ovoid token. Each impressed mark:
ing therefore continued to fuse together the concept of the
item counted (jar of oil) with that of number (one), without
the possibility of dissociating them.

The fourth step, the abstraction of numbers, ca. 3100
B.C., coincided with pictography—signs in the shape of
tokens but traced with a stylus, rather than impressed. Thes
incised signs were never repeated in one-to-one correspon
dence. Numbers of jars of oil were shown by the sign for
jar of oil preceded by numerals (figure 2). The symbols to
express abstract numbers were not new. They were the
former units of grain: the impression of a cone token that
formerly was a small measure of grain stood for 1 and that
of a sphere representing a large measure of grain was 1(
When, finally, the concept of number was abstracted from _. . . .
that of the item counted, numerals and writing could evolve 794" 2 Economic clay tablet showing an account of thirty-t

. Jars of oil, from Godin Tepe, present-day Iran, ca. 3100 BC
in separate ways. Abstract numerals grew to unprecedenteits of oil are no longer repeated in one-to-one correspon

large numbers, paving the way for mathematics and thereby,; the sign for a measure of oil is preceded by numerals
providing a new grasp on reality (Justus 1996). Pictographscircular sign stood for 10 and the wedge for 1. Publish
assumed a phonetic value in order to satisfy new adminis-Schmandt-Besserat, D. (199B8gefore Writing,vol. 1. Austin
trative demands, namely, the personal names of recipientdJniversity of Texas Press, p. 192, fig. 115. Courtesy T. C
or donors of the stipulated goods. The syllables or wordsYoung, Jr.

composing an individual's name were rendered in a rebus

fashion. That is to say, a new type of pictographs no longerseem ynrelated to the following hieroglyphic, Linear A or B

stood for the objects they pictured, but rather for the soundgcrints used in the Aegean between 2200-1300 B.C. (Pour-

of the word they evoked. This fifth step in abstraction g4t 1994). Farther afield, Egypt, where the use of tokens is
marked the final departure from the previous token system. clearly attested, produced ca. 3000 B.C. a full-blown

The phonetic signs featured any possible items, such as th%ystem of writing based on the rebus principle, visibly imi-

head of a man standing for the sourld”“or that of & (aing Sumer (Ray 1986). These examples imply that the
man’s mouth that was reade” This further abstraction  tiple cognitive steps from concrete to abstract data
also marked the true takeoff of writing. The resulting manipylation occurred only once in the Near East. The
syllabary was no longer restricted to economic record pjesonotamian concrete tokens and abstract tablets loomed
keeping but opened ca. 2900 B.C. to other fields of human|; e ver the process of civilization in the Old World. In

endeavor. In sum, in Mesopotamia, the earliest civilization ¢,ct “apstract accounting is probably a universal prerequisite
corresponded with the transmutation of an archaic token¢q, cjyilization. But this has to remain an hypothesis as long

system of accoun'ging into a script written on clay Fablets. as the precursors of writing in China and the New World
The metamorphosis meant far more than the reduction fromye main elusive.

a thr%e- to a two-<_j|(n_en5|<f)nal recording dek\'llllcef It signified * See alsocOGNITIVE ARCHAEOLOGY; COGNITIVE ARTI-
step-by-step acquisition of new cognitive skills for Process- £ Te TECHNOLOGY AND HUMAN EVOLUTION
ing data in greater abstraction.

Artifacts for counting and writing were also part and par- —Denise Schmandt-Besserat
cel of the rise of all subsequent Near Eastern civilizations.
However, the cultures following in the wake of Sumer were References
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Artificial Intelligence

SeeINTRODUCTION: Al AND EDUCATION; COGNITIVE MOD-
ELING, SYMBOLIC; COMPUTATIONAL INTELLIGENCE

Artificial Life

Artificial life (A-Life) uses informational concepts and
computer modeling to study life in general, and terrestrial
life in particular. It aims to explain particular vital phenom-
ena, ranging from the origin of biochemical metabolisms to
the coevolution of behavioral strategies, and also the
abstract properties of life as such (“life as it could be”).

It is thus a form of mathematical biology—albeit of a
highly interdisciplinary type. Besides their presence in biol-
ogy, especiallfeTHOLOGY and evolutionary theory, A-Life’'s
research topics are studied also (for instance) in artificial
intelligence, computational psychology, mathematics, phys-
ics, biochemistry, immunology, economics, philosophy, and
anthropology.

A-Life was named by Christopher Langton in 1986
(Langton 1986 and 1989). Langton’s term suggests (deliber-
ately) that the aim of A-Life is to build new living things.
However, not all A-Life scientists share this goal. Even
fewer believe this could be done without providing some
physical body and metabolism. Accordingly, some A-Life
workers favor less philosophically provocative terms, such
as “adaptive systems” or “animats” (real or simulated robots
based on animals) (Meyer and Wilson 1991).

The claim that even virtual creatures in cyberspace could
be genuinely alive is called strong A-Life, in analogy to
strong Al. Most A-Lifers reject it (but see Langton 1989 and
Ray 1994). Or rather, most reject the view that such crea-
tures can be alive in just the same sense that biological
organisms are, but allow that they are, or could be, alive to a
lesser degree. Whether life does require material embodi-
ment, and whether it is a matter of degree, are philosophi-
cally controversial questions. Proponentauatiopoiesigthe
continual self-production of an autonomous entity), for
example, answer “Yes” to the first and “No” to the second
(Maturana and Varela 1980). Others also answer the first
guestion with a “Yes,” but for different reasons (Harnad
1994). However, these philosophical questions do not need
to be definitively answered for A-Life to progress, or be sci-
entifically illuminating. Using artifacts to study life, even
“life as it could be,” is not the same as aiming to instantiate
life artificially.

The theoretical focus of A-Life is the central feature of
living things: self-organization. This involves the spontane-
OUSEMERGENCE and maintenance, of order out of an origin
that is ordered to a lesser degree. (The lower level may,
though need not, include random “noise.”) Self-organization
is not mere superficial change, but fundamental structural
development. This development is spontaneous, or autono-
mous. That is, it results from the intrinsic character of the
system (often in interaction with the environment), rather
than being imposed on it by some external force or
designer.

In SELFORGANIZING SYSTEMS higher-level properties
result from interactions between simpler ones. In living
organisms, the relevant interactions include chemical diffu-
sion, perception and communication, and processes of vari-
ation and natural selection. One core problem is the way in
which self-organization and natural selection interact to
produce biological order over time. Some work in A-Life
suggests that whereas self-organization generates the fun-
damental order, natural selection (following on variation)
weeds out the forms that are least well adapted to (least fit
for) the environment in question (Kauffman 1993).

The higher-level properties in living organisms are very
varied. They include universal characteristics of life (e.g.,
autonomy and evolution); distinct lifestyles (e.g., parasit-
ism and symbiosis); particular behaviors (e.g., flocking,
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hunting, or evasion); widespread developmental processe<ially connectionism, situated robotics, and genetic algo-
(e.g., cell differentiation); and bodily morphology (e.g., rithms (evolutionary programming). These three Al
branching patterns in plants, and the anatomy of senseapproaches may be integrated in virtual or physical systems.
organs or control mechanisms in animals). For instance, some A-Life robots are controlled by evolved
A-Life studies all these biological phenomena on all NEURAL NETWORKS whose (initially random) connections
these levels. A-Life simulations vary in their degree of specify “reflex” responses to specific environmental cues
abstractness or idealization. Some model specific behaviorge.qg., Cliff, Harvey, and Husbands 1993).
or morphologies of particular living things, whereas others  A-Life’s methodology differs from classical (symbolic)
study very general questions, such as how different rates ofAl in many ways. It relies on bottom-up (not top-down) pro-
mutation affect coevolution (Ray 1992). They vary also in cessing, local (not global) control, simple (not complex)
their mode of modeling: some A-Life work concentrates on rules, and emergent (not preprogrammed) behavior. Often, it
programs, displaying its creatures (if any) only as images onmodels evolving or coevolving populations involving many
the VDU, while some builds (and/or evolves) physical thousands of individuals. It commonly attempts to model an
robots. The wide range of A-Life research is exemplified in entire creature, rather than some isolated module such as
the journalsAtrtificial Life and Adaptive Behaviorand in vision or problem-solving (e.g., Beer 1990). And it claims
international (including European) conference proceedingsto avoid methods involvingNOWLEDGE REPRESENTATION
of the same names. Brief overviews include Langton (1989)and PLANNING, which play a crucial role in classical Al
and Boden (1996, intro.). For popular introductions, see (Brooks 1991). The behavior of A-Life robots is the result
Emmeche (1994) and Levy (1992). of automatic responses to the contingencies of the environ-
A-Life is closely related to—indeed, it forms part of— ment, not preprogrammed sequences or internal plans. Each
cognitive science in respect of its history, its methodology, response typically involves only one body part (e.g., the

and its philosophy. third leg on the right), but their interaction generates
Historically, it was pioneered (around the mid-twentieth “wholistic” behavior: the robot climbs the step, or follows
century) by the founders of Al: AlaruriING and JohrnvoN the wall.

NEUMANN. They both developed theoretical accounts of self-  Philosophically, A-Life and Al are closely related.
organization, showing how simple underlying processesIndeed, if intelligence can emerge only in living things,
could generate complex systems involving emergent orderthen Al is in principle a subarea of A-Life. Nevertheless,
Turing (1952) showed that interacting chemical diffusion some philosophical assumptions typical of classical Al are
gradients could produce higher-level (including periodic) queried, even rejected, by most workers in A-Life. All the
structures from initially homogeneous tissue. Von Neumann, philosophical issues listed below are discussed in Boden
before the discovery of DNA or the genetic code, identified 1996, especially the chapters by Bedau, Boden, Clark,
the abstract requirements for self-replication (Burks 1966). Godfrey-Smith, Hendriks-Jansen, Langton, Pattee, Sober,
He even defined a universal replicator: a cellular automatonand Wheeler; see also Clark (1997).
(CA) capable of copying any system, including itself. A CA Much as Al highlights the problematic concept of intelli-
is a computational “space” made up of many discrete cells;gence, A-Life highlights the concept of life—for which no
each cell can be in one of several states, and changes (amiversally agreed definition exists. It also raises questions
retains) its state according to specific—typically localistic— of “simulation versus realization” similar to those concern-
rules. Von Neumann also pointed out that copy errors coulding strong Al. Problems in A-Life that are relevant also to
enable evolution, an idea that later led to the development othe adequacy cfuNCTIONALISM as a philosophy for Al and
EVOLUTIONARY COMPUTATION (evolutionary programming, cognitive science include the role of embodiment and/or
evolution strategies, genetic algorithms, etc.). environmental embeddedness in grounding cognition and
Even in relatively simple CAs, (some) high-level order INTENTIONALITY .
may emerge only after many iterations of the relevant lower-  A-Life in general favors explanations in terms of emer-
level rules. Such cases require high-performance computinggence, whereas Al tends to favor explanation by functional
Consequently, Turing’s and von Neumann's A-Life ideas decomposition. Moreover, many A-Life researchers seek
could be explored in depth only long after their deaths. explanations in terms of closely coupled dynamical sys-
Admittedly, CAs were studied by von Neumann’s colleague tems, described by phase-space trajectories and differential
Arthur Burks (1970) and his student John Holland, who pio- equations rather than computation over representations.
neered genetic algorithms soon after CAs were defined (Hol-Although A-Life does avoid the detailed, “objective,”
land 1975); and more people—John Conway (Gardnerworld-modeling typical of classical Al, whether it manages
1970), Steve Wolfram (1983 and 1986), Stuart Kauffman to avoid internal representations entirely is disputed. Also in
(1969 and 1971), and Langton (1984), among others—dispute is whether the “autonomy” of environmentally
became interested in them soon afterward. But these earlembedded A-Life systems can capture the hierarchical order
studies focused on theory rather than implementation. More-and self-reflexiveness found in some human action (and
over, they were unknown to most researchers in cognitivepartly modeled by classical Al). Many philosophers of A-
science. The field of A-Life achieved visibility in the early Life justify their rejection of representations by criticizing
1990s, largely thanks to Langton’s initiative in organizing the broadly Cartesian assumptions typical of classical, and
the first workshop on A-Life (in Los Alamos) in 1987. most connectionist, Al. They draw instead on philosophical
Methodologically, A-Life shares its reliance on computer insights drawn from Continental philosophy, or phenome-
modeling with computational psychology and Al—espe- nology, sometimes using the concept of autopoiesis.
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Besides its theoretical interest, A-Life has many techno-
logical applications. These include evolutionary computation
for commercial problem solving, environmentally embedded
robots for practical use, and computer animation for movies
and computer games. The “Creatures” computer environ-

ment, for example, employs A-Life techniques to evolve

Ray, T. S. (1992). An approach to the synthesis of life. In C. G.
Langton, C. Taylor, J. D. Farmer, and S. Rasmussen, Eds.,
Artificial Life 1. Redwood City, CA: Addison-Wesley, pp.
371-408. (Reprinted in M. A. Boden, Ed@he Philosophy of
Artificial Life. Oxford: Oxford University Press, pp. 111-145.)

Ray, T. S. (1994). An evolutionary approach to synthetic biology:
Zen and the art of creating lifArtificial Life 1: 179-210.

individual creatures capable of interacting, and of learning Turing, A. M. (1952). The chemical basis of morphogenesis.

from their “world” and the human user’s “teaching.”

See alS@DAPTATION AND ADAPTATIONISM; EVOLUTION;
DYNAMIC APPROACHESTO COGNITION; SITUATED COGNI-
TION AND LEARNING; SITUATEDNESSEMBEDDEDNESS

—Margaret A. Boden
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Aspect

SEeeTENSEAND ASPECT

Attention

William JAMES once wrote, “Every one knows what atten-
tion is. It is the taking possession by the mind, in clear and
vivid form, of one out of what seem several simultaneously
possible objects or trains of thought. Focalization, concen-
tration, of consciousness are of its essence. It implies with-
drawal from some things in order to deal effectively with
others” (James 1890: 403-404). The study of selectivity in
information processing operations, of “withdrawal from
some things in order to deal effectively with others,” has its
modern origins in the 1950s WiBROADBENT'S Perception

Gardner, M. (1970). The fantastic combinations of John Conway'sand Communicatiof1958). Loosely speaking, much of this
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467.

work may be taken as research into “attention,” though
problems of selective information processing of course need
not be identical to James’s first-person view of selective
consciousness or awareness.

In fact many aspects of selectivity must contribute to the
organization of any focused line of activity. At any given
time, the person is actively pursuing some goals rather than
others. Some actions rather than others bring those goals

Kauffman, S. A. (1971). Cellular homeostasis, epigenesis, and rep-closer. Some parts rather than others of the sensory input are
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relevant and must be examined or monitored. The general
state of alertness or drowsiness is also often considered an
aspect of “attention.” IPerception and Communicatipa
single selective device was used to handle many different
phenomena: selective listening, loss of performance with
long work periods, impairments by loud noise, and so forth.
When the theory was updateddecision and Streq4971),

data from many experimental tasks already required a sub-
stantially more complex approach, with a variety of distinct

the Synthesis and Simulation of Living Systems (held Septembeselective mechanisms. Modern work seeks to understand
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both separate aspects of processing selectivity and their
relations.

Selective perception in a variety of modalities has been
particularly well investigated. Experiments on selective lis-
tening in the 1950s dealt with people listening to two simul-
taneous speech messages. First, these experiments showed
limited capacity People were often unable to identify both
messages at once. Second, they showed conditions for effec-
tive selectivity: People could identify one message and
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ignore the other providing the messages differed in simpletogether, these “visual areas” cover roughly the posterior
physical characteristics such as location, loudness, or voicethird of the cerebral hemispheres. Recordings from single
but not when they differed only in content. Third, these cells in several visual areas of the monkey show weak or
experiments showed the striking consequences of efficientsuppressed responses to stimuli that the animal is set to
selection: A person listening to one message and ignoringignore (Moran and Desimone 1985). Measurements of gross
another would subsequently be able to report only the crud-electrical activity in the human brain, and associated
est characteristics of the ignored message, for example, thathanges in local cerebral bloodflow, similarly suggest
it had changed from speech to a tone, but not whether it hadjyreater responses to attended than to unattended stimuli
been in a familiar or an unfamiliar language. (Heinze et al. 1994). Damage to one side of the brain weak-
All three points have received much subsequent study. Asens the representation of stimuli on the opposite side of
an example of the many things learned regarding limited visual space. Such stimuli may be seen when they are pre-
capacity, experiments with mixed visual and auditory stimuli sented alone, but pass undetected when there is concurrent
show that the major limit on simultaneous perception is input on the unimpaired side (Bender 1952). All these
modality-specific: One visual and one auditory stimulus can results suggest that concurrent visual inputs compete for
be identified together much better than two stimuli in the representation in the network of visual areas (Desimone and
same modality (Treisman and Davies 1973). Regarding theDuncan 1995). Attended stimuli are strongly represented,
control of stimulus selection, experiments show the joint while responses to unwanted stimuli are suppressed.
influence of top-down (task-driven) and bottom-up (stimu-  Complementary to selective perception is the selective
lus-driven) considerations. Top-down influences are impor- activation of goals or components of an action plan. Here,
tant when a person is specifically instructed to pay attentiontoo, errors reflect limited capacity, or difficulty organizing
just to objects in a certain region of a visual display (selec-two lines of thought or action simultaneously. Everyday slips
tion by location), objects having a certain color or other of action, such as driving to work instead of the store, or stir-
property (selection by object feature), or objects of a certainring coffee into the teapot, are especially likely when a per-
category (e.g., letters rather than digits) (von Wright 1968). son is preoccupied with other thoughts (Reason and
Selection by locatiorspatial attentiop has been particularly  Mycielska 1982). Practice is again a key consideration.
well studied (Posner 1978). Irrespective of the task or Although it may be impossible to organize two unfamiliar
instruction, however, stimulus factors such as intensity activities at once, familiar behavior seems to occur automati-
(Broadbent 1958) or sudden onset (Jonides and Yantis 1988gally, leaving attention (in this sense) free for other concerns.
also contribute to the choice of which stimulus is processed.Indeed, familiar actions may tend to occur “involuntarily,” or
Long practice in considering a certain stimulus relevant or when they are currently inappropriate. Again everyday
important will also favor its selection, as when one’s own action slips provide clear examples: taking a familiar route
name attracts attention in a crowded room (Moray 1959).when intending to drive elsewhere, or taking out one’s key
Regarding the results of efficient selection, finally, experi- on arrival at a friend’s door (James 1890). A laboratory ver-
ments have detailed what differs in the processing of sion is the Stroop effect: Naming the color of a written word
attended and ignored stimuli. Often, very little can be explic- suffers substantial interference from a tendency instead to
ity remembered of stimuli a person was asked to ignore,read the word itself (Stroop 1935). Such results suggest a
even though those stimuli were perfectly audible or visible model in which conflicting action tendencies compete for
(Wolford and Morrison 1980). In contrast, indirect measures activation. Practice increases an action’s competitive
may suggest a good deal of hidden or unconscious processstrength.
ing; for example, an ignored word previously associated with  Disorganized behavior and action slips occur commonly
shock may produce a galvanic skin response even while subafter damage to the frontal lobes of the brain (Luria 1966).
jects fail to notice its occurrence (Corteen and Dunn 1974).Disorganization can take many forms: intrusive actions irrel-
The nature and duration of such implicit processing of unat-evant to a current task, perseverative repetition of incorrect
tended material remains a topic of active debate, for exam-behavior, choices that seem ill-judged or bizarre. A major

ple, in the discussion @fiPLICIT VS. EXPLICIT MEMORY. guestion is how action selection develops from the joint
These studies reflect general questions that may be askedctivity of multiple frontal lobe systems. A more detailed
of any selective process. One is the questiaiivided atten- treatment is given iIATTENTION AND THE HUMAN BRAIN.

tion, or how much can be done at once. Another is the ques- To some extent, certainly, it is appropriate to consider
tion of selective attentignor how efficiently desired stimuli  different aspects of “attention” as separate. To take one con-
can be processed and unwanted stimuli ignored. Experi-crete example, it has been amply documented that there are
ments measuring establishment of a new selective prioritymany distinct forms of competition or interference between
concernattention setting and switchinfhe complementto  one line of activity and another. These include modality-
switching issustained attentignor ability to maintain one  specific perceptual competition, effector-specific response
fixed processing set over an extended time period. competition, and competition between similar internal rep-
The neurobiology of visual attention is a particularly resentations (e.g., two spatial or two verbal representations;
active topic of current research. In the primate brain, visualsee Baddeley 1986); though there are also very general
information is distributed to a network of specialized corti- sources of interference even between very dissimilar tasks
cal areas responsible for separate visual functions and dealBourke, Duncan, and Nimmo-Smith 1996). Each aspect of
ing partially with separate visual dimensions such as shapegcompetition reflects a distinct way in which the nervous sys-
motion and color (Desimone and Ungerleider 1989). Takentem must select one set of mental operations over another.
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At the same time, selectivities in multiple mental McClelland, J. L., and D. E. Rumelhart. (1981). An interactive acti-
domains must surely be integrated to give coherent, purpo- Vvation model of context effects in letter perception: Part 1. An
sive behaviour (Duncan 1996). It has often been proposed account of basic finding®sychological Revied8: 375-407.
that some mental “executive” takes overall responsibility for Moran. J., and R. Desimone. (1985). Selective attention gates visual
coordinating mental activity (e.g., Baddeley 1986); for . _Processing in the extratriate cortécience?29: 782-784.
example, for ensuring that appropriate goals, actions, and\/loray, N. (1959). Attention in dichotic listening: affective cues

: and the influence of instructionQuarterly Journal of Experi-
perceptual inputs are all selected together. At least as attrac- ,ontal Psychologg1: 56—60. "R y P

tive, perhaps, is an approach through self-organization. Byposner, M. I. (1978)Chronometric Explorations of MincHills-
analogy with “relaxation” models of many mental processes  dale, NJ: Erlbaum.

(McClelland and Rumelhart 1981), selected material in any Reason, J., and K. Mycielska. (1982bsent-minded? The Psy-
one mental domain (e.g., active goals, perceptual inputs, chology of Mental Lapses and Everyday Errdesiglewood
material from memory) may support selection of related  Cliffs, NJ: Prentice-Hall. . . _

material in other domains. The description of top-down con- Stf?OFL JJ R. (1|93f5%- Studies tOfI 'Sterfﬁf?ngg lgfge%agzvefba' reac-
trol given earlier, for example, implies that goals control __tions.Journal of Experimental Psycholody. 643-062.
perceptual selection; equally, however, active goals canTre'srgan' A'IMé algd AleaV'eES' (1973). D'V('jd'fjd ?“em'on t(l)vear
always be overturned by novel perceptual input, as when a and eye. In S. Komblum, Edattention and Performance |V,

. . . i London: Academic Press, pp. 101-117.
telephone rings or a friend passes by in the street. Whichsn right, 3. M. (1968). Selection in visual immediate memory.

ever approach is taken, a central aspect of “attention” is this  Quarterly Journal of Experimental Psycholog§: 62—68.

question of overall mental coordination. Wolford, G., and F. Morrison. (1980). Processing of unattended
See also CONSCIOUSNESS NEUROBIOLOGY OF; EYE visual informationMemory and Cognitio®: 521-527.
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the visual system. For foveate animals, looking or navigat- attended object and suppresses the neural response to other
ing encompasses the set of actions necessary to find @bjects in the neuron’s receptive field (Moran and Desimone
desired goal and place it in foveal view. The selective 1985; Treue and Maunsell 1996).
aspects of attention within this context deal primarily with Within the ventral stream and at progressively higher lev-
decisions about information in the peripheral field of view. els of object analysis, the competitive convergence of the sys-
Seeing or identifying objects encompasses a more detailedem forces a narrowing of processing by selecting what
analysis of centrally available information. In this context information or which objects gain control of the neural activ-
the selective aspects of attention deal primarily with the ity. The connectivity of the visual system is not simply a
delineation of objects and the integration of their parts thatfeedforward system but a highly interconnected concurrent
lead to their recognition (SEBJIJECTRECOGNITION, ANIMAL network. Whatever information wins the contention at one
STUDIES). level is passed forward and backward and often laterally (Van
Although the retinae encode a wide expanse of the visualEssen and DeYoe 1995). These factors heavily constrain the
environment, object analysis is not uniform across the visualneural activity, limiting the activation of neurons at each sub-
field but instead is concentrated in a small zone called thesequent level to a progressively restricted set of stimulus con-
field of focal attention (Neisser 1967). Under most circum- figurations. As increasingly higher levels of analytic
stances this restricted zone has little to due with acuity lim- abstraction are attained in the ventral stream, the receptive
its set by the receptor density gradient in the retina but isfield convergence narrows the independence of parallel rep-
due to an interference between objects generated by the demesentations until in the anterior temporal lobe the neuronal
sity of the visual information. Focal attention encompassesreceptive fields encompass essentially all of the central visual
the dynamic phenomena that enable us to isolate and examntfield. Because directing attention emphasizes the processing
ine objects under the conditions of interference. The selec-of the object(s) at the attended location, the act of attending
tive aspect of attention raises an important question, namelypoth engages the ventral stream on the object(s) at that loca-
how many things can be attended to at one time? Interesttion and dampens out information from the remaining visual
ingly, the answer varies, and depends at least in part on thdield (Chelazzi et al. 1993). These circumstances parallel the
level of analysis that is necessary to distinguish between thecapacity limitation found in many forms in vision and may
things that are present. What is clear is that the moment-toconstitute the performance limiting factor. Capacity limits
moment analytic capacity of the visual system is surpris- may vary depending upon the level of convergence in the cor-
ingly limited. tical stream that must be reached before a discriminative
An examination of the physiology and anatomy of visual decision about the set of observed objects can be achieved
processes in animals, especially primates, provides us with(Merigan, Nealey, and Maunsell 1993).
key pieces of the attention puzzle. Visual information is dis-  When attention is to be shifted to a new object, as we read
persed from primary visual cortex through extrastriate cor- the next word or reach for a cup or walk along a path, infor-
tex along two main routes. One leads ventrally toward mation must be obtained from the periphery as to the spatial
anterior temporal cortex, the other dorsally into parietal layout of objects. The dorsal stream appears to provide this
association cortex. The ventral stream progression portraysnformation. The convergence of information within the neu-
a system devoted to object analysis, and in anterior temporatonal receptive fields generates sensitivity to large surfaces,
areas, represents a stage where sensory processes meffpeir motion and boundaries and the positions of objects
with systems associated with object recognition and mem-within them, without particular sensitivity to the nature of
ory (Gross 1992). The dorsal stream emphasizes the posithe objects themselves. The parietal visual system is espe-
tions of surfaces and objects and in parietal areas representsally sensitive to the relative motion of surfaces such as that
a stage where the sensory and motor processes involved igenerated during movement through the environment. An
the exploration of the surrounding space become inter-object to which attention is shifted is usually peripherally
twined (Mountcastle 1995). The different emphasis in infor- located with respect to the object currently undergoing per-
mation processing within parietal and temporal areas is alsaeptual analysis. For parietal cortical neurons, maintained
apparent with respect to the influences of attentional statesattention on a particular object results in a heightened visual
Both the sensitivity to visual stimuli and the effective recep- sensitivity across the visual field and, in contrast to the tem-
tive field size are more than doubled for parietal visual neu- poral stream, a suppressed sensitivity to objects currently at
rons during an attentive fixation task, whereas under similarthe locus of directed attention (Motter 1991).
conditions the receptive fields of inferior temporal cortical The transition between sensory information ammor
neurons are observed to collapse around a fixation target. CONTROL is subject to a clear capacity limitation—competi-
As visual processing progresses in both the dorsal andion between potential target goals must be resolved to pro-
ventral streams, there is an accompanying expansion in theluce a coherent motor plan. When target goals are in
receptive field size of individual neurons and a correspond- different locations, spatially selective processing can be
ing convergence of information as an increasing number ofused to identify locations or objects that have been selected
objects fit within each receptive field. Despite the conver- as target goals. In the period before a movement is made,
gence, an inseparable mixture of information from different the neural activity associated with the visual presence of the
objects does not occur in part because of the competitive object at the target site evolves to differentiate the target
winner-take-all nature of the convergence and in part object from other objects. This spatially selective change,
because of attentive selection. Directing attention to a par-consistent with an attentive selection process, has been
ticular object alters the convergent balance in favor of the observed in parietal cortex as well as the motor eye fields of



Attention in the Human Brain 43

frontal cortex and subcortical visuomotor areas such as theSchall, J. D. (1995). Neural basis of saccade target selection.
superior colliculus (Schall 1995). Reviews in the Neurosciend&s63-85. . .

How early in the visual system are attentive influences Treue, S., and J. H. R. Maunsell. (1996). Attentional modulation of
active? If attention effectively manipulates processing in the ‘3";;?;%0%0‘{‘1“00935'”9 in cortical areas MT and Méture
earliest stages of vision, then the visual experiences we havg/an Essen _D ¢ and E. A DeYoe (1995). Concurrent processing
arein p'art bu”t#p from internal hyr_)I_OtheseS a]E)Oﬁt V\./hlat \.Nel in the primate visual cortex. In M.S. Gazzaniga, Eble Cogni-
are seeing or what we want to see. Two sets of physiological e Neuroscience€ambridge, MA: MIT Press, pp. 383-400.
observations suggest these important consequences of selec-
tive attention do occur. First, directed attention studies andFyrther Readings
studies requiring attentive selection of stimulus features )
have shown that the neural coding of objects can be comonnor C. E., J. L. Gallant, D. C. Preddie, and D. C. Van Essen.
pletely dominated by top-down attentive demands as early (1996). Responses in area V4 depend on the spatial relationship

as extrastriate cortex and can bias neuronal processing even ?g'.[v\i%%r%_sltggglus and attentiojournal of Neurophysiology

In primary V'S“?" corFex. Sec_ond, after arriving in primary - corpetta, M., F. M. Miesin, S. Dobmeyer, G. L. Shulman, and S. E.
visual cortex, visual information spreads through the corti- — petersen (1991). Selective and divided attention during visual
cal systems within 60-80 msec. The effects of selective giscriminations of shape, color and speed: functional anatomy
attention develop in parallel during the next 100 msec in by positron emission tomographiournal of Neurosciencel:
extrastriate occipital, temporal, and parietal cortex and the 2382-2402.

frontal eye fields, making it not only difficult to pinpoint a Desimone, R., and J. Duncan. (1995). Neural mechanisms of selective
single decision stage but also making it likely that a coher-  Visual attentionAnnual Review of Neuroscient@: 193-222. _
ent solution across areas is reached by a settling of the nefriedman-Hill, S. R., L. Robertson, and A. Treisman. (1995). Pari-

work (Motter 1997).

The detailed physiological insights gained from animal
studies complement the imaging studiesaDfENTION IN
THE HUMAN BRAIN that have probed higher-order cognitive

functions and attempted to identify the neural substrates of

etal contributions to visual feature binding: evidence from a
patient with bilateral lesion&cience269: 853— 855.

Haenny, P. E., J. H. R. Maunsell, and P. H. Schiller. (1988). State
dependent activity in monkey visual cortex. Il. Retinal and ex-
traretinal factors in V4Experimental Brain Resear@®: 245—

259.

volitional aspects of attention. Together these sets of studiesdaxby, J., B. Horwitz, L. G. Ungerleider, J. Maisog, P. Pietrini,

have provided new views of several classic phenomena in

attention including capacity limitations and the temporal
progression of selection.

See alsATTENTION IN THE HUMAN BRAIN; EYE MOVE-
MENTS AND VISUAL ATTENTION; VISUAL ANATOMY AND
PHYSIOLOGY, VISUAL PROCESSINGSTREAMS

—Brad Motter
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in figure 1. YOUrATTENTION may be drawn to the tilted T
because it differs in such a striking way from the back-
ground. When one figure differs from the background by a
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in the incongruent condition when compared with the con-
\ | i gruent condition (e.g., the noun blue displayed in blue
color) or neutral (noncolor word; see Posner and DiGiro-

lamo 1996 for a review).

Other tasks requiring inhibition of habitual responses
also activate the anterior cingulate. For example, responding
to a noun by generating an associated use produces more
activation of the anterior cingulate than simply repeating the

noun (Petersen et al. 1989). In the generate condition, the
most familiar response (i.e., repeating the noun) needs to be
I I I l repressed, to allow the expression of the verb. Classifying a
noun into a category also produces cingulate activation
related to the number of targets. This finding suggests that
Figure 1. the anterior cingulate activation is due to special processing
of the target rather than being necessary to make the classi-
single feature, it pops out and your attention is drawn to it. fication, a result consistent with the idea of cognitive con-
This is an example of attention driven by input. However, if trol. The cingulate has close connection to underlying
you know that the target is an L you can guide your searchsubcortical areas in theAsAL GANGLIA (Houk 1995).
among the stimuli with horizontal and vertical strokes. This These areas have also shown activity in some of the same
is an example of the form of higher level voluntary control tasks described above and play a role in the inhibition of
that is the subject of this section. Voluntary control is reflexive motor responses. It seems likely they form part of
accompanied by the subjective feeling of selection betweenthe network subserving this form of voluntary control.
potential actions and is one of the most distinctive features Goldberg and Bloom (1990) proposed a “dual premotor
of human experience. The interaction of top-down voluntary system hypothesis” of volitional movement. This theory,
actions with bottom-up automatic processes, which is illus- which attributes an executive function to the anterior cingu-
trated by figure 1, has interested researchers since the begidate and the supplementary motor area, was developed to
nings of psychology (James 1890; 8@eLIAM JAMES). explain the alien hand sign. The alien hand sign is the per-
One approach to the question of voluntary control is to formance of apparently purposive movements that the
argue that it is an illusion that arises out of the competitive patient fails to recognize as self-generated. The theory pos-
activation of a large number of brain systems. What appearsts a lateral premotor system (LPS; Area 6), that organizes
to be volition is the result of a complex network relaxing to motor behavior in reaction to external stimulus, and a
a particular state. Although without denying the top-down medial premotor system (MPS; anterior cingulate, supple-
component, this view stresses the bottom-up processes. Anentary motor area, and basal ganglia loops), which under-
different view elaborated in this section is that there is alies intentional behavior. MPS underlies volitional
high-level executive attention network with its own anatomy movement by inhibiting the LPS. If a lesion occurs in MPS,
that works to resolve competition and in the process givesLPS is released and obligatory dependence on external
rise to subjective feelings of cognitive control (Norman and information emerges. The patient develops compulsive
Shallice 1986). This view emphasizes the top-down control. automatisms, which are not perceived as self-generated. The
The executive system participates in tasks that involve inhibitory effect of MPS over LPS during volitional move-
conflict between systems. This is a property one expects tament resembles the inhibitory effect of MPS (i.e., anterior
find in a system that has as a major function inhibition of cingulate) over semantic networks during the Stroop task.
reflexive or bottom-up responses to external stimuli in order The idea of alien rather than self control is also found in
to allow autonomous action. A classical paradigm to study some forms of schizophrenia, a disorder that has also been
the inhibition of habitual responses is the Stroop task shown to involve abnormalities in the anterior cingulate and
(Stroop 1935). In this task, subjects name the color of thebasal ganglia (Benes 1993; Early 1994).
ink of a word. Sometimes, the word is a color name (e.g., Cognitive studies have shown several forms of short term
red) in a different ink color (e.g., blue). In those incongruent or WORKING MEMORY and considerable independence
trials subjects automatically read “red” and have to inhibit between them (Baddeley 1986). Recent imaging data show
this answer to respond “blue.” Inhibition produces interfer- that verbal, spatial, and object memories involve separate
ence revealed by slow reaction times in the incongruent con-anatomical areas (Smith and Jonides 1995). There is evi-
dition. dence that all forms of memory are interfaced to a common
Is it possible to uncover the neural substrates of cognitiveexecutive system that involves the same midline frontal
control? Imaging techniques developed in the last severalanatomy described previously (Baddeley 1986; Posner and
years have yielded promising results (Toga and MazziotaRaichle 1994).
1996). An area in the medial surface of the frontal lobe, PET studies have also shown that executive attention
named the anterior cingulate gyrus, appears to be importanplays an important role in high level skills (Kosslyn 1994;
for the inhibition of automatic response that is central to Posner and Raichle 1994). Studies involving recording from
voluntary action. Five studies involving measurement of scalp electrodes have provided some information on the time
blood flow byPOSITRONEMISSION TOMOGRAPHY (PET) in a course of the activations found in PET studies during read-
Stroop task have shown activation of the anterior cingulateing. Skills such a®EADING have a very strong dependence
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on rapid processing. A skilled reader fixates on a given word  Schwartz, and D. Shapiro, Ed€onsciousness and Self Regu-
for only about 275 msec (Rayner and Sereno 1994). In gen- lation. New York: Plenum, pp. 1-17.

erating the use of visual words, activation of the cingulate Petersen, S. E., P. T. Fox, M. I. Posner, M. Mintun, and M. E.
begins as early as 150 msec after input when blocks of trials ~Raichle. (1989). Positron emission tomographic studies of the
in which subjects derive a word meaning alternate with E'rol%es:ssir;%of single wordgournal of Cognitive Neuroscience
blocks in Wr."Ch they refad.the word aloud (Snyder et al. Posner, M. I., and G. J. DiGirolamo. (1998). Conflict, target detec-
1995). The cingulate activation occurs whenever higher level' o, ‘ang cognitive control. In R. Parasuraman, Etie Atten-
supervisory control is needed to organize the mental (e Brain.Cambridge, MA: MIT Press.

response to the input. In the case of generating the use of gosner, M. I., and M. E. Raichle. (1994mages of MindNew
word, attention leads and probably is required for the activa-  York: Scientific American Library.

tion of a network of areas that lead eventually to articulation Rayner, K., and S. C. Sereno. (1994). Eye movements in reading:
of novel ideas associated with the input string. We see an psycholinguistic studies. In M. A. Gernsbacher, Endbook
early semantic analysis of the input word after 200 msec and_ Of PsycholinguisticsNew York: Academic Press, pp. 57-81.
development of associations to the input in frontal and pari- Smith, E. E., and J. Jonides. (1995). Working memory in humans:
etal sites over the next second. Although it is possible to lay ?:eurq?sycrlllologma[ ewd;pce.bI% M. f/l A.Gz?\;lzTan;)ga, EEde

out a sequence of processing steps, they can be misleading. oghitive Neurosciences.amboriage, ' ress, pp.

. o - 1009-1020.
Because attention may occur rather early it is possible forSnyder A Z. Y Abdullaev. M. I. Posner. and M. E. Raichle.

subjects to reprogram the organization of these steps and '(1995). Scalp electrical potentials reflect regional cerebral

thus to carry out a number of different instructions with the  plood flow responses during processing of written woRds:

same brain network. Studies of the role of attention suggest ceedings of the National Academy of Scie®@<689-1693.

that reorganization involves amplification of the operations Stroop, J. R. (1935). Studies of interference in serial verbal reac-

that are attended in comparison to unattended operations. tions.Journal of Experimental Psycholog: 643-662.

Increases in overall neuronal activity appear to produceToga, A. W., and J. C. Mazziotta, Eds. (19%ain Mapping: The

faster speed and higher priority for the attended computa- MethodsNew York: Academic Press.

tions. As attention is released from high order activity during .

practice in the skill it becomes possible to improve the speedFurther Readings

of performance by amplification of early processing steps.  gigjach, E. (1992). Understanding consciousness: clues from uni-
Studies of mental arithmetic, visualAGERY, and other lateral neglect and related disorders. In A. D. Milner and M. D.

forms of skilled performance using neuroimaging methods  Rugg (Eds.)The Neuropsychology of Consciousnéssdon:

seem to support many of the same principles that have been Academic Press, pp. 113-139.

outlined above for word reading. Burgess, P. W., and T. Shallice. (1996). Response suppression, ini-
See alSOATTENTION IN THE ANIMAL BRAIN; AUDITORY tiation and strategy use following frontal lobe lesiadNsuro-
ATTENTION; ELECTROPHYSIOLOGY ELECTRICAND MAGNETIC psychologia34: 263-273.
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neural basis for visual search in inferior temporal cortex.

MAGNETIC RESONANCEIMAGING ; TOP-DOWN PROCESSINGN Nature363: 345-347.

VISION, VISUAL WORD RECOGNITION D'Esposito, M., J. A. Detre, D. C. Alsop, R. K. Shin, S. Atlas, and
M. Grossman. (1995). The neural basis of the central executive
system of working memoriature378: 279-281.
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Stuss, D. T., T. Shallice, M. P. Alexander, and T. W. Picton. (1995). the other person; that is, the person is “figural” against the
A multidisciplinary approach to anterior attention functions. In “ground” of the situation.
J. Gr&_lfman, K. J. HOIyoak, and F. Boller, Ed&tructure and A key deve|0pment in research on mceptua"nter_
Functions of the Hgman Prefrontal CorteMew York: New pretation of the FAE was Jones and Nisbett's (1972) argu-
York Academy of Sciences. . ment that although to an observer of action the person is
Umilta, C. (1988). Orienting of attention. In F. Boller and J. Graf- fi L to th tor the situation is fi | and h If-
man, Eds., Handbook of NeuropsychologyAmsterdam: 'gural, 1o the actor e situation 1S figural and nence se
Elsevier, pp. 175-192 attributions for behawor are less d_|sp03|t|onal. The percep-
tual account of thisctor-observer differenceras supported
; ; by experiments that presented actors with the visual perspec-
Attribution Theory tive on their behavior of an observer (by use of videotape)
and found that their self-attributions became more disposi-
Because humans are social animals, an individual's pros-ional (Storms 1973). Nevertheless, evidence also emerged
pects for survival and success depend on the ability tofor nonperceptual interpretations of why first-person expla-
understand, predict, and influence the behavior of other per-nations differ. An actor draws on different information—
sons. Hence “people watching” is an essential humaninformation about one’s mental state while acting and about
impulse. Yet it does not suffice to merely watch other peo- one’s behavior in the past (see Eisen 1979).
ple’s overt actions; we strive to infarhy people behave as A shift toward emphasis arognitivemechanisms came in
they do. The psychological processes underlying thesethe research programs constructed on the foundation of
interpretations of the causes of behavior are studied in aKelley’s (1967 and 1972) models. Kelley’s (196@yariation
subfield of social psychology known as attribution theory. model focused on cases where an uncertain or curious
Although all proposed models of attribution assume that observer generates an attribution “bottom up” from the data
accurate understandingf the actual causes of behavior is a provided by multiple instances of a behavior. Attributors
primary goal, models differ in assumptions about process-induce the general locus of causation for a behavior by assess-
ing limitations that impede accuracy and about other humaning how the behavior covaries with the actor, the situation, and
goals that interfere with accuracy. As in many areas of cog-the temporal occasion. For example, to interpret why Sue’s
nitive science, such as perception @mELISION MAKING, date John is dancing by himself, one would consider whether a
researchers often attempt to learn how the system worksonsensus of people at the party are dancing alone, whether
from where it fails, testing predictions about the errors that dancing alone is something that Sue’s dates have often done,
would arise from a process. One pattern of error is the ten-and whether it is something that John has often done. In tests
dency of observers to overestimate how much another'sof the model, participants generally respond to summaries of
behavior is determined by the person’s stable traits, a ten-covariation data roughly as predicted, with the exception that
dency first described by Ichheiser (1949) and formalized by consensus information is under-weighted (McArthur 1972).
Ross (1977) as “the fundamental attribution error” (FAE). Biases inNDUCTION have been interpreted in terms of “extra”
Errors in attributing to stable dispositions (e.g., aptitudes, information implicitty communicated to participants (see
attitudes, and traits) have important consequences for thesRICE Hilton and Slugoski 1985; McGill 1989) or in terms of
observer’s subsequent expectancies, evaluations, and behatmissing” information that participants lack (Cheng and Nov-
ioral responses. For example, when a teacher attributes &k 1992). Of late, research on causal induction has merged
student’s failure to lack of intelligence (as opposed to a situ-with the field ofcAUSAL REASONING
ational factor) this leads to reduced expectations of the stu- To model more typical cases of attribution where people
dent’s future success, reduced liking of the student, andlack time and energy to work “bottom up,” Kelley (1972)
reduced teaching investment in the student. We will review proposed that people interpret a single instance of behavior
theory and research on the FAE to illustrate how attribution “top down” from a theory. For example, an attributor who
theory has progressed. applies the Multiple Sufficient Causes (MSC) schema fol-
The blueprint for attribution theory was Heider's (1958) lows thediscounting principlehat if one of two alternative
GESTALT PERCEPTIONanalysis of interpersonal interaction. causes is present then the other is less likely. Tests of this
He argued that a person’s response to a social situation isnodel, however, found that a dispositional attribution is not
largely a function of how the person subjectively organizes fully discounted by information about the presence of a suf-
the stimulus of a social situation, such as through attribu-ficient situational cause for the behavior (Snyder and Jones
tions. Perhaps the most influential idea is that attributions 1974). This manifestation of the FAE was interpreted prima-
are guided byay theoriessuch as the schema that achieve- rily in terms of human cognitive limitations that require the
ment reflects both situational forces (environmental fac- use of JUDGMENT HEURISTICS such as anchoring, when
tors that facilitate or constrain the actor) and internal making discounting inferences about a dispositional cause
forces (the combination of effort and aptitude). Heider (Jones 1979).
contended that the attributor, like a scientist, uses such the- To integrate insights about different mechanisms contrib-
ories in combination with his or her observations. How- uting to the FAE, researchers have proposed sequential
ever, the attributor errs because his or her observations arstage modelsAn initial perception-like process traces an
distorted by perceptual processes and, sometimes, emoactor's behavior to a corresponding disposition, then a sec-
tional processes. For Heider, the FAE results from Gestaltond inference-like process adjusts the initial attribution to
perceptual processes that draw an observer’s attention t@ccount for any situational factors. Whereas the first stage is
the other person rather than to the situation surroundingposited to be automatic, much like a perceptual module, the
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second stage requires effort and attention and hence takeReferences
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tions in context have brought renewed attention to the pysyness: when person perceivers meet persons perceived.
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individuals, institutions, and cultures. Recent evidence Kelley, H. H. (1972). Causal schemata and the attribution process.

. AR . - In E.E. Jones et al., Ed#\ttribution: Perceiving the Causes of
points to individual differences (Dweck, Hong, and Chiu Behavior.Morristown, NJ: General Learning Press.

1993) and cultural differences (Morris and Peng 1994) in the \jcarthur, L. z. (1972). The how and what of why: some determi-
underlying causal schemas or lay theories that guide attribu- npants and consequences of causal attributiémgnal of Per-
tion. For example, findings that the FAE is stronger in West-  sonality and Social Psychologp: 171-193.

ern, individualistic societies than in collectivist societies Morris, M. W., and R. Larrick. (1995). When one cause casts doubt
such as China seems to reflect different lay theories about on another: a normative model of discounting in causal attribu-
the autonomy of individuals relative to social groups. Closer  tion. Psychological Revied02(2): 331-335. .
measurement of causal schemas and theories reveals thédogr'fa ?:/Ihix\é'ssr:tltr}?k;uﬁi%?]gs'f(olrgs%t;)i'alcgrlntgrp?h?/rs]i(::;ﬁg\fg; QL“;”C"?‘”
attribution errors previously interpreted in terms of process- ! .

: PR : : . : of Personality and Social Psycholo§y: 949-971.

Ing limitations, suc_h'as the’ incomplete discounting of dispo- Pennington, N., and R. Hastie. (1991). A cognitive theory of juror
sitions, refleqt participants knowledge structures rather than decision making: the story modetardozo Law Review3:
their inferential processes (Morris and Larrick 1995). 519-557.

I.n sum, attribut.ion theory has moved beyond t_he identifi- Read, S. J., and L. C. Miller. (1993). Rapist or “regular guy”:
cation of errors like the FAE to an understanding of how  explanatory coherence in the construction of mental models of
they are produced by perceptual and cognitive limitations, othersPersonality and Social Psychology Bulleti®: 526-540.
by contextual goals, and by knowledge structures. As theRoss, L. (1977). The intuitive psychologist and his shortcomings:
story of research on the FAE phenomenon illustrates, attri-  distortions in the attribution process. In L. Berkowitz, Ed.,
bution theory uncovers reciprocal relations between individ- ~ Advances in Experimental Social Psychology. 10, New

ual cognition, on one hand, and social and cultural contexts, _York: Academic Press, pp. 174-221. .
. i haver, K. G. (1985)he Attribution of Blamé\New York: Springer.
ggcitglesgtemecreshand’ and hence bridges the cognitive an nyder, M. L., and E. E. Jones. (1974). Attitude attribution when

behavior is constrainedlournal of Experimental Social Psy-
See alSOECONOMICS AND COGNITIVE SCIENCE SCHE chology10: 585-600.
MATA; SOCIAL COGNITION Snyder, M. L., W. G. Stephan, and D. Rosenfield. (1976). Egotism
and attributionJournal of Personality and Social Psychology
—NMichael W. Morris, Daniel Ames, and Eric Knowles 33: 435-441.
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Storms, M. D. (1973). Videotape and the attribution process: tion or fatigue (Ward 1973), and prolonged high-intensity
reversing actors' and observers' points of vilaurnal of Per- stimulation can damage the sensory process (noise-induced
sonality and Social Psychology': 165-175. hearing loss; for a series of review articles,keeoust. Soc.

Tetlock, P. E. (1985). Accountability: A social check on the funda- aAm 1991 vol. 90: 124-227).
r2n3e6ntal attribution erroSocial Psychology Quarterly8: 227— The auditory system is organized tonotopically such that

Weiner, B. (1985). An attributional theory of achievement motiva- t.he fr?quenﬁy gf a.ls“mu'at'g'g Soun.dh'.s r‘r;}appedhlonto a Io%a-
tion and emotionPsychological Revie®2: 548-573. tion along the basilar membrane within the cochlea, provid-

ing aplacecode (cfAUDITORY PHYSIOLOGY). For example,

Further Readings low-frequency tones lead to maximal displacement of the

_ ~apical portion of the basilar membrane and high-frequency

Gilbert, D. T., and P. S. Malone. (1995). The correspondence biastones lead to maximal displacement of the basal portion of
Psychological Bulletiri17: 21-38. , ~the basilar membrane. In addition, cells exhibit frequency

Joneso,l E.E.,D.E. Kgnnouse, HE Kelley, R. I_E._N|sl:ru]ett(,:s. Valins, selectivity throughout the auditory pathway (e.g., Pickles
31[]Bfﬁa\(/\/iglrnl\igrﬁstg\/\/(:glz?lg:erllggl].Lzzrr%?é\gngrész auses  1988). This tonotopic organization provides a basis for

Kunda, Z. (1987). Motivated inference: self-serving generation and ispectral afnalys;_s of sounds. Temporflall aspects of the Sté”?“'
evaluation of causal theorielournal of Personality and Social  US (waveform fine structure or envelope) are preserved in
Psychologys3: 636—647. the pattern of activity of auditory nerve fibers (Kiang et al.,

McArthur, L. Z., and R. M. Baron. (1983). Toward an ecological 1965), providing a basis for the coding of synchronized
theory of social perceptioRsychological Revie®0: 215-238. activity both across frequency and across the two ears. The

McGill, A. L. (1989). Context effects in judgments of causation. dual presence of place and timing cues is pervasive in mod-
Journal of Personality and Social Psycholdgi 189—20(_). els of auditory perception.

Michotte, A. E. (1946)La Perception de la Causalit®aris: J. The percept associated with a particular sound might be
Vrin. Published in English (1963) dhe Perception of Causal-  gescribed in a variety of ways, but descriptions in terms of

_ity. New York: Basic Books. , : pitch, loudness, timbre, and perceived spatial location are

Nisbett, R. E., and L. Ross. (1988uman Inference: Strategies probably the most common (Blauert 1983; Yost 1994

and Shortcomings of Social Judgmegnglewood Cliffs, NJ: . . . -
Prentice-Hall. g g g Moore 1997). Pitch is most closely associated with sound

Read, S. J. (1987). Constructing causal scenarios: a knowledgdrequency, or the fundamental frequency for complex peri-
structure approach to causal reasonituyrnal of Personality odic sounds; loudness is most closely associated with sound

and Social Psychology2: 288-302. intensity; and timbre is most closely associated with the dis-
Regan, D. T., and J. Totten. (1975). Empathy and attribution: turn-tribution of acoustic energy across frequency (i.e., the shape
ing observers into actorsournal of Personality and Social  of the power spectrum). The perceived location of a sound
Psycholog)2: 850-856. _ in space (direction and distance) is based primarily on the
Schank, R. C., and R. P. Abelson. (1980ripts, Plans, Goals  comparison of the sound arriving at the two ears (binaural
and Understandingillsdale, NJ: Erlbaum. hearing) and the acoustical filtering associated with the

Winter, L., and J. S. Uleman. (1984). When are social judgments .
made? Evidence for the spontaneousness of trait inferencesP!SENCe of the head and pinnae. Each of these perceptual

Journal of Personality and Social Psycholatfy 237—252. classifications a!so depgnds on other fac_tors, particularly
when complex, time-varying sounds are being considered.
The frequency range of human hearing extends from a
Audition few cycles per second (Hertz, abbreviated Hz) to about
20,000 Hz, although the upper limit of hearing decreases
markedly with age (e.g., Weiss 1963; Stelmachowitcz et
Audition refers to the perceptual experience associated withal. 1989). The intensity range of human hearing extends
stimulation of the sense of hearing. For humans, the sense abver many orders of magnitude depending on frequency; at
hearing is stimulated by acoustical energy—sound waves—2-4 kHz, the range may be greater than twelve orders of
that enter the outer ear (pinna and external auditory meatusjnagnitude (120 decibels, abbreviated dB).
and set into vibration the eardrum and the attached bones Despite the wide dynamic range of human hearing, the
(ossicles) of the middle ear, which transfer the mechanicalauditory system is remarkably acute: the just-discriminable
energy to the inner ear, the cochlea. The auditory system cawlifference (JND) in frequency is as small as 0.2 percent (e.g.,
also be stimulated by bone conduction (Tonndorf 1972) whenWier, Jesteadt, and Green 1977) and in intensity is approxi-
the sound source causes the bones of the skull to vibrate (e.gmately one dB (e.g., Jesteadt, Wier, and Green 1977). Sensi-
one’s own voice may be heard by bone conduction). Mechan-tivity to differences in sounds arriving at the two ears is
ical energy is transduced into neural impulses within the perhaps even more remarkable: time delays as small as a few
cochlea through the stimulation of the sensory hair cells microseconds may be discerned (Klumpp and Eady 1956).
which synapse on the eighth cranial, or auditory, nerve. InAlthough behavioral estimates of the JND for intensity, fre-
addition to the ascending, or afferent, auditory pathway from quency, etc., provide invaluable information regarding the
the cochleato the cortex, there is a descending, efferent, pathsasic properties of the human auditory system, it is impor-
way from the brain to the cochlea, although the functional tant to keep in mind that estimates of JNDs depend on both
significance of the efferent pathway is not well understood atsensory and nonsensory factors such as memory and atten-
present (Brugge 1992). Immediately following stimulation, tion (e.g., Harris 1952; Durlach and Braida 1969; Berliner
the auditory system may become less sensitive due to adaptand Durlach 1972; Howard et al. 1984).
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The interference one sound causes in the reception oDurlach, N. I., and L. D. Braida. (1969). Intensity perception |,
another sound is called masking. Masking has a peripheral Preliminary theory of intensity resolutiod. Acoust. Soc. Am.
component resulting from interfering/overlapping patterns of _ 46: 372-383. _
excitation in the auditory nerve (e.g., Greenwood 1961), andF'etcher, H. (1940). Auditory patterriRev. Mod. Physl2: 47-65.

a central component due to uncertainty, sometimes Ca”qureenwood, D. D. (196.1). Auditory masking and the critical band.
“informational masking” (Watson 1987; see alITORY J. Acoust. Soc. ArB3: 484-502.

: . ., Harris, J. D. (1952). The decline of pitch discrimination with time.
ATTENTION). In a classic experiment, Fletcher (1940) studied =~ 5 Exp. Ps(ych43): 96-99. P

the masking of a tone by noise in order to evaluate the fre-joward, J. H., A. J. O'Toole, R. Parasuraman, and K. B. Bennett.
quency selectivity of the human auditory system. To account  (1984). Pattern-directed attention in uncertain-frequency detec-
for the obtained data, Fletcher proposed a “critical band” that  tion. Percept. Psychophy85: 256—264.

likened the ear to a bandpass filter (or, to encompass thelesteadt, W., C. C. Wier, and D. M. Green (1977). Intensity dis-
entire frequency range, a set of contiguous, overlapping crimination as a function of frequency and sensation level.
bandpass filters). This proposed “auditory filter” is a theoret- _J. Acoust. Soc. Anél: 169-177.

ical construct that reflects frequency selectivity present in theKiang, N. ¥-S., T. Watanabe, E. C. Thomas, and L. F. Clark.
auditory system, and, in one form or another, auditory filters ~ (1965)-Discharge Patterns of Single Fibers in the Cat's Audi-

. . : tory Nerve Cambridge, MA: MIT Press.
comprise a first stage in models of the spectrotemporaIKlumgp’ R., and H. Ea%ly. (1956). Some measurements of interau-

(across frequency and time) analysis performed by the audi- 5| time differences threshold3. Acoust. Soc. An28: 859—
tory system (e.g., Patterson and Moore 1986). 864.

The separation of sound into multiple frequency chan- moore, B. C. J. (1997n Introduction to the Psychology of Hear-
nels is not sufficient to provide a solution to the problem of  ing. Fourth edition. London: Academic Press.
sound segregation. Sound waves from different sources simNational Center for Health Statistics (1998}al statistics: preva-
ply add, meaning that the frequencies shared by two or lence of selected chronic conditions: United States 1986-1988,
more Sounds are processed masseat the periphery. In Series 10.Data from National Health survey #182, USHHS,
order to form distinct images, the energy at a single fre- PHS. . )
quency must be appropriately parsed. The computationg aterson, R. A., and B. C. J. Moore. (1986). Auditory filters and
used to achieve sound segregation depend on the coherence/ excitation patterns as representatlons of frequency resolution.
. “~"In B. C. J. Moore, EdFrequency Selectivity in Hearinglew
mcoherence of sound onsets, the shared(unshared spajual York: Academic Press.
location of the sound sources, differences in the harmonicpickles, J. 0. (1988)n Introduction to the Physiology of Hear-
structure of the sounds and other cues in the physical stimu- ing. Second edition. London: Academic Press.
lus. Yost has proposed that the spectrotemporal and spatialStelmachowitcz, P. G., K. A. Beauchaine, A. Kalberer, and W. Jest-
location analysis performed by the auditory system serves eadt. (1989). Normative thresholds in the 8- to 20-kHz range as
the purpose of sound source determination (Yost 1991) and a function of ageJ. Acoust. Soc. ArB6: 1384-1391.
allows the subsequent organization of sound images into anfonndorf, J. (1972). Bone conduction. In J. V. Tobias, Exlinda-
internal map of the acoustic environment (Bregman 1990). g‘?g:s()f Modern Auditory Theory INew York: Academic

Approximately 28 million people in the United States : ) )
suffer from hearing loss, and a recent census indicated tha ard, W. D. (1973). Adaptation and Fatigue. In J. Jerger, Ed.,

e ) Modern Developments in Audiologilew York: Academic
deafness and other hearing impairments ranked 6th among pyags. P ox

chronic conditions reported (National Center for Health Sta- watson, C. S. (1987). Uncertainty, informational masking, and the
tistics 1993). Among those aged sixty-five and older, deaf-  capacity of immediate auditory memory. In W. A. Yost and C.

ness and other hearing impairments ranked third among S. Watson, Eds.Auditory Processing of Complex Sounds.

chronic conditions. The assessment of function and non- Hillsdale, NJ: Erlbaum.

medical remediation of hearing loss is typically performed Weiss, A. D. (1963). Auditory perception in relation to age. In J. E.
by an audiologist, whereas the diagnosis and treatment of Birren, R. N. Butler, S. W. Greenhouse, L. Sokoloff, and M.

ear disease is performed by an otologist. Tarrow, Eds.,Human Aging: a Biological and Behavioral

. i Study.Bethesda: NIMH.
- oiec?F ilssx‘:zgggsgl CPLQISGTl\ll?Z;éSZgEiL%GrHQCB%:E_ Wier, C. C., W. Jesteadt, and D. M. Green (1977). Frequency dis-
3 ! crimination as a function of frequency and sensation Igvel.

SPEECHPERCEPTION Acoust. Soc. An6l: 178184,
. . . Yost, W. A. (1991). Auditory image perception and analydear.
—Virginia M. Richards and Gerald D. Kidd, Jr. Res 56 6(3—18.) fy iImage p P ys
Yost, W. A. (1994).Fundamentals of Hearing: An Introduction.
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Hartmann, W. M. (1997)Signals, Sound and Sensatidkiood- Anderson 1977). In addition, Benson and Heinz (1978),
bury, NY: AIP Press. studying single cells in monkey primary auditory cortex
NIH (1995). NIH Consensus Development Conferences on dquring a selective attention task (dichotic listening),
Cochlear Implants in Adults and ChildreBethesda: NIH. reported relative enhancement of the responses to attended
stimuli. Attending to sounds to perform sound localization
; ; vs. simple detection also has been shown to result in
AUdItOFy Attention enhanced firing of units in auditory cortex (Benson, Heinz,
and Goldstein 1981).
SelectiveaTTENTION may be defined as a process by which  Auditory attention has been investigated extensively in
the perception of certain stimuli in the environment is humans using event-related potentials (ERPs) and event-
enhanced relative to other concurrent stimuli of lesserrelated magnetic fields (ERFs). These recordings can nonin-
immediate priority. A classic auditory example of this phe- vasively track with high temporal resolution the brain activ-
nomenon is the so-called cocktail party effect, wherein aity associated with different types of stimulus events. By
person can selectively listen to one particular speaker whileanalyzing changes in the ERPs or ERFs as a function of the
tuning out several other simultaneous conversations. direction of attention, one can make inferences about the
For many years, psychological theories of selective atten-timing, level of processing, and anatomical location of stim-
tion were traditionally divided between those advocating ulus selection processes in the brain.
early levels of stimulus selection and those advocating late In an early seminal ERP study, Hillyard et al. (1973)
selection. Early selection theories held that there was animplemented an experimental analog of the cocktail party
early filtering mechanism by which “channels” of irrelevant effect and demonstrated differential processing of attended
input could be attenuated or even rejected from further pro-and unattended auditory stimuli at the level of the “N1”
cessing based on some simple physical attritRrReAD- wave at ~100 msec poststimulus. More recent ERP studies
BENT 1970; Treisman 1969). In contrast, late selection furthering this approach have reported that focused auditory
theories held that all stimuli are processed to the same conselective attention can affect stimulus processing as early as
siderable detail, which generally meant through completion 20 msec poststimulus (the “P20-50" effect; Woldorff et al.
of perceptual analysis, before any selection due to attentior1987). Additional studies using ERPs (Woldorff and Hill-
took place (Deutsch and Deutsch 1963). yard 1991) and using ERFs and source-analysis modeling
Various neurophysiological studies have attempted to (Woldorff et al. 1993) indicated these electrophysiological
shed light on both the validity of these theories and the neu-attentional effects occurred in and around primary auditory
ral mechanisms that underlie auditory attention. One possi-cortex, had waveshapes that precisely took the form of an
ble neural mechanism for early stimulus selection would beamplitude modulation of the early sensory-evoked compo-
the attenuation or gating of irrelevant input at the early lev- nents, and were colocalized with the sources of these sen-
els of the sensory pathways by means of descending modusory-evoked components. These results were interpreted as
latory pathways (Hernandez-Pedn, Scherrer, and Jouvetproviding strong evidence for the existence of an attention-
1956). For example, there is a descending pathway in theally modulated, sensory gain control of the auditory input
auditory system that parallels the ascending one all the waychannels at or before the initial stages of cortical processing,
out to the cochlea (Brodal 1981), and direct electrical stimu- thereby providing strong support for early selection atten-
lation of this descending pathway at various levels, includ- tional theories that posit that stimulus input can be selected
ing auditory cortex, can inhibit the responses of the afferentat levels considerably prior to the completion of perceptual
auditory nerves to acoustic input. Other animal studies haveanalysis. Moreover, the very early onset latency of these
indicated that stimulation of pathways from the frontal cor- attentional effects (20 ms) strongly suggests that this selec-
tex and the mesencephalic reticular formation can modulatetion is probably accomplished by means of a top-down, pre-
sensory transmission through theaLAamus, thus provid- set biasing of the stimulus input channels.
ing another mechanism by which higher brain centers might  On the other hand, reliable effects of attention on the ear-
modulate lower level processing during selective attention liest portion of the human auditory ERP reflecting auditory
(Skinner and Yingling 1977). In addition, sensory process- nerve and brainstem-level processing have generally not
ing activity in primary auditorCEREBRAL CORTEX Or early been found (Picton and Hillyard 1974), thus providing no
auditory association cortices could conceivably be directly evidence for peripheral filtering via the descending auditory
modulated by “descending” pathways from still higher cor- pathway that terminates at the cochlea. Nevertheless, recent
tical levels. research measuring a different type of physiological
It has proven difficult, however, to demonstrate that any response—otoacoustic cochlear emissions—has provided
of these possible mechanisms for sensory modulation aresome evidence for such early filtering (Giard et al. 1991).
actually used during auditory attention. Early animal studies  Additional evidence that attention can affect early audi-
purporting to show attenuation of irrelevant auditory input tory processing derives from studies of another ERP/ERF
at the sensory periphery (Hernandez-Pe6n, Scherrer, angvave known as the mismatch negativity/mismatch field
Jouvet 1956) were roundly criticized on methodological (MMN/MMF), which is elicited by deviant auditory stimuli
grounds (Worden 1966). Nevertheless, there have been aniin a series of identical stimuli. Because the MMN/MMF can
mal studies providing evidence of some very early (i.e., be elicited in the absence of attention and by deviations in
brainstem-level) modulation of auditory processing as aany of a number of auditory features, this wave was pro-
function of attentional state or arousal (e.g., Oatman andposed to reflect a strong automaticity of the processing of
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auditory stimulus features (reviewed in Naatanen 1990 andous hemodynamic imaging studies, the anterior cingulate is
1992). Both the MMN (Woldorff et al. 1991) and the MMF likely to be involved, as it is activated during a number of
(Woldorff et al. 1998), however, can also be modulated by cognitive and/or executive functions (Posner et al. 1988). In
attention, being greatly reduced when attention is strongly addition, human lesion studies suggest the prefrontal cortex
focused elsewhere, thus providing converging evidence thatis important for modulating the activity in the ipsilateral
attention can influence early auditory sensory analysis. Onauditory cortex during auditory attention (Knight et al.
the other hand, the elicitation of at least some MMN/MMF 1981). It may be that some of the slower-frequency, endoge-
for many different feature deviations in a strongly ignored nous ERP auditory attention effects reflect the activation of
auditory channel has been interpreted as evidence that corthese areas as they serve to modulate or otherwise control
siderable feature analysis is still performed even for unat-auditory processing. Whether these mechanisms actually
tended auditory stimuli (Alho 1992). An intermediate view employ thalamic gating, some other modulatory mecha-
that may accommodate these findings is that various aspectaism, or a combination, is not yet known.
of early auditory sensory processing and feature analysis See alSOATTENTION IN THE ANIMAL BRAIN; ATTEN-
may be “partially” or “weakly” automatic, occurring evenin TION IN THE HUMAN BRAIN; AUDITORY PHYSIOLOGY,
the absence of attention but still subject to top-down atten-AUDITORY PLASTICITY; ELECTROPHYSIOLOGY ELECTRIC
tional modulation (Woldorff et al. 1991; Hackley 1993). AND MAGNETIC EVOKED FIELDS, TOP-DOWN PROCESSING
Under this view, the very earliest stimulus processing (i.e., IN VISION
peripheral and brainstem levels) tends to be strongly auto-
matic, but at the initial cortical levels there is a transition —Marty G. Woldorff
from strong to weak automaticity, wherein some amount of
analysis is generally obligatory but is nevertheless modifi- References
able by attention (reviewed in Hackley 1993). ) o _ _

There are also various slower-frequency, Ionger-latencyAlhOv K. (1992). Selective atten.tlon in aydltory processing as
ERP auditory attention effects that are not modulations of rzegf!ezcﬁdzgg event-related brain potentiafsychophysiology
early sensory activity, but rather appear to reflect “endoge- N

" additi | activati f both audit d Benson, D. A., and R. D. Heinz. (1978). Single-unit activity in the
nous,” addiional activations from both audrtory and nonau- o gitory cortex of monkeys selectively attending left vs. right

ditory association cortex (e.g., “processing negativity,” ear stimuli.Brain Researcii59: 307—320.
target-related “N2b,” “P300"). This type of activity occurs Benson, D. A., R. D. Heinz, and M. H. Goldstein, Jr. (1981).
only or mainly for attended-channel stimuli or only for tar-  Single-unit activity in the auditory cortex actively localizing

get stimuli within an attended channel and might reflect  sound sources: spatial tuning and behavioral dependency.
later selection, classification, or decision processes that Brain Researct219: 249-267.

also occur during auditory attention (reviewed in Alho Broadbent, D. E. (1970). Stimulus set and response set: Two kinds
1992; Naatanen 1992). Attention to less discriminable fea-  Of selective attention. In D. I. Mostofsky, Editention: Con-
tures of auditory stimuli (Hansen and Hillyard 1983) ortoa  t€mporary Theory and Analysiew York: Appleton-Century-
conjunction of auditory features (Woods et al. 1991) also , Crofts: pp. 51-60.

produces longer-latency differential activation that may Bro\fiealmrls,i@.F()%gsssll)Neurologucal Anatomyew York: Oxford Uni-

L‘Z‘(ilﬁjchrjagir esn%lggtei%r(])ugrcl))cr(;isr?eesl.e (i?ricigdgj:?i?/,it;h(ez;q‘ti)sc aDeutsch,dJ. A., and D. rI]DtTutschl. (1963\%0.0At§%nt§i)%n: some theoretical

- considerationsPsychological Review0: 80—90.

shift”) as subjects begin to attend to a short stream of audi-Giard, M. H., L. Collet, P. Bouchet, and J. Pernier. (1994). Audi-

tory stimuli (Hansen and Hillyard 1988), which could tory selective attention in the human cochBein Research

reflect some sort of initiation of the controlling executive 633: 353-356.

function. Hackley, S. A. (1993). An evaluation of the automaticity of sen-
In contrast to electrophysiological studies, relatively few ~ SOry processing using event-related potentials and brain-stem

hemodynamically-based functional neuroimaging studies Harr]":s‘féixejpéycgggh%’s'z'0%%?9535_(?53'3) Selective attention to

have been directed at studying auditory attention in humans. R - A y

In a recent study USingOSI)'/ngN EMISS%N TOMOGRAPHY multldlmensmnaoll augfiltorysstlmull.l of Exp. Psychology:

T Human Perc. and Peff: 1-18.

(PET), O’Leary et al. (1996) reported enhanced activity in yansen, J. C., and S. A. Hillyard. (1988). Temporal dynamics of

the_audltory_ cortex (_:ontr(_alateral to the d|rect|9n of attention  human auditory selective attentid?sychophysiologg5: 316—

during a dichotic listening task. PET studies have also 329,

shown that attention to different aspects of speech soundsiernandez-Pedn, R., H. Scherrer, and M. Jouvet. (1956). Modifi-

(e.g., phonetics vs. pitch) can affect the relative activation of  cation of electrical activity in the cochlear nucleus during atten-

the two hemispheres (Zatorre, Evans, and Meyer 1992). In _tion in unanesthetized cafciencel 23: 331-332. _

addition, functionalMAGNETIC RESONANCE IMAGING has ~ Hillyard, S. A, R. F. Hink, V. L. Schwent, and T. W. Picton.

indicated that intermodal attention can modulate auditory &g;c’)s'cfe'ggggg'_ 13'797“_51705‘ selective attention in the human

Corlt/llcaltprocessgng.(\1V0c_)dr|ufftezjal. 1%96)6.,[ ttention i Knight, R. T., S. A. Hillyard, D. L. Woods, and H. J. Neville.

ost neuropnysiological studies ot auditory attention in (1981). The effects of frontal cortex lesions on event-related

humans have focused on tifectsof attention on the pro- potentials during auditory selective attentidectroenceph.

cessing of sounds in audltpry _cort|cal areas. Less work has  Clin. Neurophysiol52: 571-582.

been directed toward elucidating the neural structures andNaatanen, R. (1990). The role of attention in auditory information

mechanisms thatontrol auditory attention. Based on vari- processing as revealed by event-related potentials and other
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brain measures of cognitive functidBehavior and Brain Sci- Alho, K., K. Tottola, K. Reinikainen, M. Sams, and R. Naatanen.
encel3: 201-288. (1987). Brain mechanisms of selective listening reflected by
Naatanen, R. (1992Attention and Brain FunctiorHillsdale, NJ: event-related potentialElectroenceph. Clin. Neurophysidl9:
Erlbaum. 458-470.
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attention on tone-burst evoked auditory potentiaigerimen- neuromagnetic study of selective auditory attenti€lactroen-
tal Neurology57: 200-211. ceph. Clin. Neurophysio¥8: 348-360.

O'Leary, D. S., N. C. Andreasen, R. R. Hurtig, R. D. Hichwa, G. L. Bregman, A. S. (1990Auditory Scene Analysis: The Perceptual
Watkins, L. L. B. Ponto, M. Rogers, and P. T. Kirchner. (1996). Organization of SoundCambridge, MA: MIT Press.
A positron emission tomography study of binaurally- and Hackley, S. A., M. Woldorff, and S. A. Hillyard. (1987). Combined
dichotically-presented stimuli: Effects of level of language and use of microreflexes and event-related brain potentials as mea-
directed attentiorBrain and Languag®3: 20—39. sures of auditory selective attentioRsychophysiology24:
Picton, T. W., and S. A. Hillyard. (1974). Human auditory evoked 632—-647.
potentials: Il. Effects of attentiofElectroenceph. Clin. Neuro-  Hackley, S. A., M. Woldorff, and S. A. Hillyard. (1990). Cross-

physiol36: 191-199. modal selective attention effects on retinal, myogenic, brain-
Posner, M. I, S. E. Petersen, P. T. Fox, and M. E. Raichle. (1988). stem and cerebral evoked potentidfsychophysiology27:

Localization of cognitive operations in the human br&oi- 195-208.

ence240: 1627-1631. Hansen, J. C., and S. A. Hillyard. (1980). Endogenous brain poten-

Skinner, J. E., and C. D. Yingling. (1977). Central gating mecha- tials associated with selective auditory attenti&tectroen-
nisms that regulate event-related potentials and behavior. In J. ceph. Clin. Neurophysiolt9: 277-290.
E. Desmedt, EdAttention, Voluntary Contraction and Event- Johnston, W. A., and V. J. Dark. (1986). Selective attention.
Related Cerebral Potentials. Progress in Clinical Neurophysiol- Annual Rev. of Psychd@7: 43-75.

ogy,vol. 1. New York: S. Karger, pp. 30-69. Okita, T. (1979). Event-related potentials and selective attention to
Treisman, A. (1969). Stategies and models of selective attention. auditory stimuli varying in pitch and localizatioBiological
Psych. Review6: 282—299. Psychologyo: 271-284.

Woldorff, M. G., C. C. Gallen, S. A. Hampson, S. A. Hillyard, C. Rif, J., R. Hari, M. S. Hamalainen, and M. Sams. (1991). Auditory
Pantev, D. Sobel, and F. E. Bloom. (1993). Modulation of early  attention affects two different areas in the human supratemporal
sensory processing in human auditory cortex during auditory  cortex.Electroenceph. Clin. Neurophysio®: 464—472.
selective attentiorProc. Natl. Acad. ScB0: 8722—-8726. Roland, P. E. (1982). Cortical regulation of selective attention in

Woldorff, M., S. A. Hackley, and S. A. Hillyard. (1991). The man: A regional blood flow studyournal of Neurophysiology
effects of channel-selective attention on the mismatch negativ- 48: 1059-1078.
ity wave elicited by deviant toneBsychophysiolog28: 30—-42. Trejo, L. J., D. L. Ryan-Jones, and A. F. Kramer. (1995). Atten-

Woldorff M., J. C. Hansen, and S. A. Hillyard. (1987). Evidence tional modulation of the mismatch negativity elicited by fre-
for effects of selective attention in the mid-latency range of the  quency differences between binaurally presented tone bursts.
human auditory event-related potential. In R. Johnson, Jr., R.  Psychophysiologg2: 319-328.

Parasuraman, and J. W. Rohrbaugh, EQsarrent Trends in Woods, D. L., K. Alho, and A. Algazi. (1994). Stages of auditory
Event-Related Potential Research (EEGJ Suppl. Af)jster- feature conjunction: an event-related brain potential stuaf.
dam: Elsevier, pp. 146-54. Exper. Psychology: Human Perc. and P2ef 81-94.

Woldorff, M. G., and S. A. Hillyard. (1991). Modulation of early
auditory processing during selective listening to rapidly pre-
sented tonesElectroenceph. and Clin. Neurophysiolo@g: Auditory Physiology
170-191.

Woldorff, M. G., S. A. Hillyard, C. C. Gallen, S. A. Hampson, and
F. E. Bloom. (1998). Magnetoencephalographic recordings The two main functions of hearing lie in auditory communi-
demonstrate attentional modulation of mismatch-related neural cation and in the localization of sounds. Auditory physiol-
activity in human auditory cortel®sychophysiolog5: 283— ogy tries to understand the perception, storage, and
292. o recognition of various types of sounds for both purposes in

Woodruff, P. W., R. R. Benson, P. A. Bandetinni, K. K. Kwong, R. ‘terms of neural activity patterns in the auditory pathways.
J. Howard, T. Talavage, J. Belliveua, and B. R. Rosen. (1996). g fo|lowing article will try to analyze what auditory rep-

Modulation of auditory and visual cortex by selective attention . . . }
is modality-dependenieuroreport7: 1909-1913. resentations may have in common with other sensory sys

Woods, D. L., K. Alho, and A. Algazi. (1991). Brain potential tems, such as the visual system (88&AL ANATOMY AND

signs of feature processing during auditory selective attention. PHYSIOLOGY), and what may be special about them.
Neuroreport2: 189-192. Since the days efELMHOLTZ (1885) the auditory system

Worden, F. G. (1966). Attention and auditory electrophysiology. In has been considered to function primarily as a frequency
F. Stellar and J. M. Sprague, EdBrpgress in Physiological ~ analyzer. According to von Békésy’s work (1960), which
PsychologyNew York: Academic Press, pp. 45-116. was awarded the Nobel Prize in 1961, sound reaching the

Zatorre, R. J., A. C. Evans, and E. Meyer. (1992). Lateralization of tympanic membrane generates a traveling wave along the
phonetic and pitch discrimination in speech procesSo@nce  pasijlar membrane in the cochlea of the inner ear. Depending
256: 846-849. on the frequency of the sound, the traveling wave achieves

h . maximum amplitude in different locations. Thus frequency

Further Readings gets translated into a place code, with high frequencies rep-

Alain, C., and D. L. Woods. (1994). Signal clustering modulates resented near the base and low frequencies near the apex of
auditory cortical activity in human®erception and Psycho-  the cochlea. Although the traveling wave has a rather broad
physics56: 501-516. peak, various synergistic resonance mechanisms assure




Auditory Physiology 53

effective stimulation of the cochlear hair cells at very pre-  Psychophysical studies have indeed provided evidence
cise locations. for the existence of neural mechanisms tuned to the rate and
Electrophysiological studies using tones of a single direction of FM glides (Liberman et al. 1967, Kay 1982) as
frequency (pure tones) led to a multitude of valuable datawell as to specific bands of noise (Zwicker 1970). Neuro-
on the responses of neurons to such stimuli and to the recphysiologically, neurons selective to the same parameters
ognition of tonotopic organization in the auditory path- have been identified in the auditory cortex of various spe-
ways. Tonotopy, the neural representation of tones of besties. Most notably, a large proportion of FM selective neu-
frequency in a topographic map, is analogous to retino-rons as well as neurons tuned to certain bandwidths have
topy in the visual and somatotopy in the somatosensoryrecently been found in the lateral belt areas of the superior
system. The map is preserved by maintaining neighbor-temporal gyrus (STG) in rhesus monkeys (Rauschecker,
hood relationships between best frequencies from theTian, and Hauser 1995). The posterior STG region has also
cochlea and auditory nerve through the initial stages ofbeen found to contain mechanisms selective for phoneme
the central auditory system, such as cochlear nuclei, infe-identification in humans, using functional neuroimaging
rior colliculus and medial geniculate nucleus, to primary techniques (SEBHONOLOGY, NEURAL BASIS OF).
auditory cortex (Al; fig. 1). The standard assumption in  Many neurons in the lateral belt or STG region of rhesus
pure-tone studies is that in order to understand stimulusmonkeys (fig. 1B) also respond well and quite selectively to
coding at each subsequent level, one has to completelythe monkey calls themselves. The question arises by what
analyze the lower levels and then establish the transfor-neural mechanisms such selectivity is generated. Studies in
mations taking place from one level to the next (Kiang which monkey calls are dissected into their constituent ele-
1965). While this approach sounds logical, it assumes thatments (both in the spectral and temporal domains), and the
the system is linear, which cannot always be taken forelements are played to the neurons separately or in combi-
granted. Another problem that this theory has not solvednation can provide an answer to this question (Rauschecker
is how information from different frequency channels gets 1998). A sizable proportion of neurons in the STG (but not
integrated, that is, how complex sounds are analyzed byin Al) responds much better to the whole call than to any of
the auditory system. the elements. These results are indicative of nonlinear sum-
The use of complex sound stimuli, therefore, is of the mation in the frequency and time domain playing a crucial
essence in the analysis of higher auditory pathways. This hasole in the generation of selectivity for specific types of
been done successfully in a number of specialized systems;alls. Coincidence detection in the time domain is perhaps
such as frogs, songbirds, owls, and bats. For all these speciethe most important mechanism in shaping this selectivity.
a neuroethological approach has been adopted based on funéemporal integration acts over several tens (or hundreds) of
tional-behavioral data (Capranica 1972; see alsmAL milliseconds, as most “syllables” in monkey calls (as well
COMMUNICATION, ECHOLOCATION, and ETHOLOGY). The as in human speech) are of that duration.
same approach has been used only sparingly in higher mam- There is some limited evidence for a columnar or patchy

mals, including primates (Winter and Funkenstein 1973). representation of specific types of monkey calls in the lat-
The neurophysiological basis in humans for processingeral belt areas. Rhesus calls can be subdivided into three
complex sounds, such as speech G@ECHPERCEPTION, coarse classes: tonal, harmonic, and noisy calls. Neurons

cannot be studied directly with invasive methods. Therefore,responsive to one or another category are often found
animal models (e.g., nonhuman primates) have to be usedgrouped together. It would be interesting to look for an
The question then arises to what extent human speech soundasderly “phonetic map” of the constituent elements them-
can be applied validly as stimuli for the study of neurons in a selves, whereby interactions in two-dimensional arrays of
different species. From a biological-evolutionary vantage time and frequency might be expected.
point, it is more meaningful to employ the types of complex It is very likely that the lateral belt areas are not yet the
sounds that are used for communication in those same speciadtimate stage in the processing of communication sounds.
(seeANIMAL COMMUNICATION). In using conspecific vocal-  They may just present an intermediate stage, similar to V4
izations we can be confident that the central auditory systemin the visual system, which also contains neurons selective
of the studied species must be capable of processing thestr the size of visual stimuli. Such size selectivity is obvi-
calls. By contrast, human speech sounds may not be proeusly of great importance for the encoding of visual patterns
cessed in the same way by that species. or objects, but the differentiation into neurons selective for
When comparing human speech sounds with communi-even more specific patterns, such as faces, is not accom-
cation sound systems in other species it is plain to see thaplished until an even higher processing stage, namely, the
most systems have certain components in common, whichinferotemporal cortex (Desimone 1991; see alste REG-
are used as carriers of (semantic) information. Among theseoGNITION). In the auditory cortex, areas in the anterior or
DISTINCTIVE FEATURESare segments of frequency changing lateral parts of the STG or in the dorsal STS may be target
over time (FM sweeps or “glides”) and bandpass noise areas for the exploration of call-specific neurons.
bursts with specific center frequencies and bandwidths (fig. The second main task of hearing is to localize sound
2). Such universal elements of auditory communication sig- sources in space. Because the auditory periphery does not a
nals can be used as stimuli with a degree of complexity thatpriori possess a two-dimensional quality, as do the visual and
is intermediate between the pure tones used in traditionalsomatosensory peripheries, auditory space has to be com-
auditory physiology and the whole signal whose representa-puted from attributes of sound that vary systematically with
tion one really wants to understand. spatial location and are thus processed differentially by the
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Figure 2. Sound spectrograms human speech samples (A) and monkey calls (B) illustrating the common occurrence of FM glides and band
pass noise bursts in vocalizations from both species.

central auditory system. This problem is logistically similar the brainstem, such as the superior olivary complex (Irvine
to the computation of 3-D information from two-dimensional 1992). In addition, the spectral composition of sound arriving
sensory information in the visual system. Sound attributesat the two ears varies with position due to the spectral filter
most commonly assigned to spatial quality are differencescharacteristics of the external ears (pinnae) and the head.
between sound arriving at the two ears. Both the intensity andEven monaurally, specific spectral “fingerprints” can be
the time of arrival of sound originating from the same source assigned to spatial location, with attenuation of particular fre-
differ when the sound source is located outside the mediarguency bands (“spectral notches”) varying systematically
plane. Interaural time and intensity differences (ITD and 11D, with azimuth or elevation (Blauert 1996). Neurons in the dor-
respectively) are registered and mapped already in areas ofal cochlear nuclei are tuned to such spectral notches and may
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thus be involved in extracting spatial information from com- Liberman, A. M., F. S. Cooper, D. P. Shankweiler, and M. Studdert-
plex sounds (Young et al. 1992). Kennedy. (1967). Perception of the speech cBdgchological

The information computed by these lower brainstem  Review74: 431-461.
structures is used by higher centers of the midbrain, such adiddlebrooks, J. C., A. E. Clock, L. Xu, and D. M. Green. (1994).
the inferior and superior colliculi, to guide orienting move- Qngiggﬁnéfzcgﬂi for sound location by cortical neurdies:
{.nen.ts E.)Wr?rd Sounds.l qu r?oég CﬁnSCIOUS S%"."t'al percep'Mishkjn, M., L. G. Ungerleider, and K. A. Macko. (1983). Object
lon in higher mammals, including humans, auditory cortex —ysion and spatial vision: two cortical pathwaeends in Neu-
seems to be indispensable, as cortical lesions almost com-  osciences: 414-417.
pletely abolish the ability to judge the direction of sound in Rauschecker, J. P. (1998a). Parallel processing in the auditory cor-
space. Neurons in the primary auditory cortex of cats show tex of primatesAudiology and Neurootology. 86—103.
tuning to the spatial location of a sound presented in freeRauschecker, J. P. (1998b). Cortical processing of complex sounds.
field (Imig, Irons, and Samson 1990). Most recently, an  Current Opinion in Neurobiolog§: 516-521.
area in the anterior ectosylvian sulcus (AES), which is part Rauschecker, J. P., B. Tian, and M. Hauser. (1995). Processing of
of the cat's parietal cortex, has been postulated to be cru- SOMPIeX sounds in the macaque nonprimary auditory cortex.
cially involved in sound localization (Korte and Rausch- - Sc'e?fé%% i'11H—1|14.k i (1973) The eff ¢ speci
ecker 1993, Middlebrooks et al. 1994). Functional inter, P., and H. H. Funkenstein. (1973). The effects of species-

. . g ... specific vocalization on the discharge of auditory cortical cells
neuroimaging studies in humans also demonstrate specific ;' he awake squirrel monkey (Saimiri sciurei}perimental

activation in the posterior parietal cortex of the right hemi-  prain Researcii8: 489-504.
sphere by virtual auditory space stimuli (Rauschecker young, E. D., G. A. Spirou, J. J. Rice, and H. F. Voigt. (1992).
1998a,b). Neural organization and responses to complex stimuli in the

Both animal and human studies suggest, therefore, that dorsal cochlear nucleus?hilosophical Transactions of the
information about auditory patterns or objects gets pro-  Royal Society Lond B36(1278): 407-413.
cessed, among others, in the superior temporal gyrus (STG)ZWwicker, E. (1970). Masking and psychological excitation as con-
By contrast, auditory spatial information seems to get pro-  Seduences of the ear's frequency analysis. In R. Plomp and G.
cessed in parietal regions of cortex (fig. 1B). This dual pro- E‘ SmF’Of?“bHUfga Eﬁsgfeqvgﬂ%y ﬁAnaIy§$6 %”9‘3'4 Periodicity
cessing scheme is reminiscent of the visual pathways, where etection in HearinglLeiden: Sijthofl, pp. 376-394.
a ventral stream has been postulated for the processing ;
visual object information and a dorsal stream for the process(fr’:urther Readings
ing of visual space and motion (Mishkin, Ungerleider, and Hauser, M. D. (1996)The Evolution of CommunicatioiCam-
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either the perception of acoustic stimuli or in the responses A different experimental strategy is to observe the effects
of neurons to acoustic stimuli is known as auditory plastic- of the representation of frequencies across a wide region of
ity, a form of NEURAL PLASTICITY. This plasticity can be the cerebral cortex. For example, if a limited region of the
demonstrated at both the perceptual and neuronal leveldair cells in the cochlea are destroyed, there is an expansion
through behavioral methods such as operant and classicabf the representation of the neighboring spared frequencies
CONDITIONING or by lesions of the auditory periphery both in the auditory cortex (Robertson and Irvine 1989; Rajan et
in the adult and during development. The plasticity of neu- al. 1993). These results indicate that the cerebral cortex is
ronal responses in the auditory system presumably reflectsable to adjust the representation of different frequencies
the ability of humans and animals to adjust their auditory depending on the nature of the input. This same type of cor-
perceptions to match the perceptual world around them adical reorganization probably occurs in normal humans dur-
defined by the other sensory modalities, and to perceive thang the progressive loss of high frequency hair cells in the
different acoustic-phonetic patterns of the native lan- cochlea with aging.
guages(s) learned during development (see Kuhl 1993). Cortical reorganization can also occur following a period
There are several examples within the psychophysical lit-of operant conditioning, where the perception of acoustic
erature where human subjects can improve their perfor-stimuli is improved over time, similar to the studies on human
mance at making specific judgments of acoustic stimulus subjects described above. Monkeys trained at a frequency dis-
features over the course of several days to weeks, presumerimination task show a continual improvement in perfor-
ably due to changes in the cortical representation of the relesmance during several weeks of daily training. After training,
vant stimulus parameters. For example, it has recently beerhe area within the primary auditory cortex that is most sensi-
shown that normal human subjects will improve their per- tive to the trained frequencies is determined. This area of rep-
formance at a temporal processing task over the course ofesentation is the greatest in the monkeys trained to
several days of training (Wright et al. 1997). discriminate that frequency when compared to the representa-
Training-induced changes in perceptual ability have tion of untrained monkeys. This occurs regardless of what
recently been tested as a treatment strategy for children wittparticular frequency the monkey was trained to discriminate,
language-based learning disabilities (2INGUAGE IMPAIR- but it occurs only at those trained frequencies, and no others.
MENT, DEVELOPMENTAL). It had been suggested that children The cortical area of the representation of these trained and
with this type of learning disability are unable to determine untrained frequencies is correlated with the behavioral ability
the order of two rapidly presented sounds (Tallal and Piercy(Recanzone, Schreiner, and Merzenich 1993). A further find-
1973). Recent studies have demonstrated that some childremg was that only animals that attended to and discriminated
with this type of learning disability can make such discrimi- the acoustic stimuli showed any change in the cortical repre-
nations following several weeks of practice (Merzenich et al. sentations; monkeys stimulated in the same manner while
1996), and these children also showed significant improve-engaged at an unrelated task had normal representations of
ments in language comprehension (Tallal et al. 1996). the presented frequencies. Thus, stimulus relevance is impor-
Several approaches in experimental animals have beerant in both operant and classical conditioning paradigms.
employed to address the neuronal mechanisms that underlie Auditory plasticity also occurs during development,
auditory plasticity. Single auditory neurons have been shownwhich has been investigated by taking advantage of the nat-
to change their response properties following classical con-ural orienting behavior of barn owls. These birds can locate
ditioning paradigms. As an example&INGLE-NEURON the source of a sound extremely accurately. Rearing young
RECORDING techniques define the response of a single neu-owls with optically displacing prisms results in a shift in the
ron to a range of frequencies, and then a tone that was nodwl's perception of the source of an acoustic stimulus
optimal in exciting the neuron (the conditioned stimulus, (Knudsen and Knudsen 1989). This shift can also be dem-
CS) is paired with an unconditioned stimulus (US, e.g., aonstrated electrophysiologically as an alignment of the
mild electrical shock). When the frequency response profile visual and displaced auditory receptive fields of neurons in
of the neuron is defined after conditioning, the response ofthe optic tectum (Knudsen and Brainard 1991).
the neuron to the conditioned tone can be much larger, in The converging neuronal data from experimental ani-
some cases to the point that the paired tone is now the beshals suggest that similar changes in response properties of
stimulus at exciting the neuron. These changes require aortical and subcortical neurons also occur in humans. The
pairing of the CS and the US (Bakin and Weinberger 1990).improvements in performance of human subjects in audi-
This response plasticity has been demonstrated in both théory discrimination tasks, the normal high frequency hear-

auditoryTHALAMUS and auditory divisions of theEREBRAL ing loss during aging, the change from “language-general”
CORTEX (Ryugo and Weinberger 1978; Diamond and Wein- to “language-specific” processing of phonetic information
berger 1986; Bakin and Weinberger 1990). during language acquisition, and injuries to the cochlea or

It has also been demonstrated that the modulatory neucentral auditory structures, are presumably resulting in
rotransmitter acetylcholine is an important contributor to changes in single neuron responses and in cortical and sub-
this effect. If the acetylcholine receptor is blocked, there is cortical representations. It is quite likely that neuronal plas-
no change in the response properties of the neurons (Mc{icity across other sensory modalities and other cognitive
Kenna et al. 1989). Similarly, activation of the acetylcholine functions, particularly in the cerebral cortex, underlies the
receptor produces a similar enhancement of the neuronahbility of humans and other mammals to adapt to a chang-
response to the conditioned stimulus (Metherate and Wein-ing environment and acquire new skills and behaviors
berger 1990). throughout life.
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Further Readings

Autism was identified and labeled by Kanner (1943) and
Asperger (1944).

The diagnosis of autism is based on behavioral criteria.
The chief criteria as set out in ICD-10 (WHO 1992) and in
DSM-IV (APA 1994) include: abnormalities of social inter-
action, abnormalities of verbal and nonverbal communica-
tion, and a restricted repertoire of interests and activities.
Behavior suggestive of these impairments can already be
discerned in infancy. A recent screening instrument, based
on a cognitive account of autism, appears to be remarkably
successful at eighteen months, involving failure of gaze
monitoring, protodeclarative pointing, and pretend play
(Baron-Cohen et al. 1996). These appear to be the first clear
behavioral manifestations of the disorder. Contrary to popu-
lar belief, failure of bonding or attachment is not a distin-
guishing characteristic of autism.

The autistic spectrum refers to the wide individual varia-
tion of symptoms from mild to severe. Behavior not only
varies with age and ability, but is also modified by a multi-
tude of environmental factors. For this reason, one of the
major problems with behaviorally defined developmental
disorders is how to identify primary, associated, and second-
ary features. Three highly correlated features, namely char-
acteristic impairments in socialization, communication, and
imagination, were identified in a geographically defined

Knudsen, E. I. (1984). Synthesis of a neural map of auditory spacepopulation study (Wing and Gould 1979). These impair-

in the owl. In G. M. Edelman, W. M. Cowan, and W. E. Gall,

ments appear to persist in development even though their
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outward manifestation is subject to change. For example, aconfirmed in a number of studies (see chapters in Baron-
socially aloof child may at a later age become socially inter- Cohen, Tager-Flusberg, and Cohen 1993) and has become
ested and show “pestering” behavior; a child with initially known as therHEORY oF MIND deficit. Most individuals
little speech may become verbose with stilted, pedantic lan-with autism fail to appreciate the role of mental states in the
guage. The triad of impairments appears to be a commorexplanation and prediction of everyday behavior, including
denominator throughout a spectrum of autistic disordersdeception, joint attention, and those emotional states which
(Wing 1996). depend on monitoring other people’s attitudes, for example
The prevalence of autistic disorder has been studied in gride (Kasari et al. 1993). The brain basis for the critical
number of different countries, and is between 0.16 and 0.22cognitive ability that enables a theory of mind to develop
percent, taking into account the most recent estimateshas begun to be investigated by means of functional brain
Males predominate at approximately 3 to 1, and this ratioimaging (Fletcher et al. 1995; Happé et al. 1996). Other
becomes more extreme with higher levels of ability. The explanations of social communication impairments in
prevalence of a milder variant of autism, Asperger syn- autism have emphasized a primary emotional deficit in
drome, is estimated as between 0.3 and 0.7 percent of theNTERSUBJECTIVITY (Hobson 1993).
general population on the basis of preliminary findings.  The nonsocial features of autism, in particular those
These individuals are sometimes thought to be merelyencompassed by the diagnostic sigstricted repertoire of
eccentric and may not be diagnosed until late childhood orinterests,are currently tackled by two cognitive theories.
even adulthood. Because they have fluent language and norfhe first proposes a deficit in executive functions. These
mal, if not superior verbal IQ, they can compensate to someinclude planning and initiation of action and impulse con-
extent for their problems in social communication. trol, and are thought to depend on intact prefrontal cortex.
MENTAL RETARDATION, a sign of congenital brain abnor- Evidence for poor performance on many “frontal” tasks in
mality, is one of the most strongly associated features ofautism is robust (Ozonoff, Pennington, and Rogers 1991;
autism; 1Q is below 70 in about half the cases, and below 80Pennington and Ozonoff 1996). For instance, individuals
in three quarters. Epilepsy is present in about a third of indi-with autism often fail to inhibit prepotent responses and to
viduals, while other neurological and neuropsychological shift response categories (Hughes, Russell, and Robbins
signs are almost always detectable (for reviews see Gillbergl994). Poor performance on these tasks appears to be
and Coleman 1992). Postmortem brain studies have shown selated to stereotyped and perseverative behavior in every-
number of abnormalities in cell structure in different parts day life. The site of brain abnormality need not necessarily
of the brain, including temporal and parietal lobes, and in be in prefrontal cortex, but could be at different points in a
particular, limbic structures, as well as thEREBELLUM. distributed system underlying executive functions, for
Findings indicate a curtailment of neuronal development atexample the dopamine system (Damasio and Maurer 1978).
or before thirty weeks of gestation (Bauman and Kemper A second cognitive theory that attempts to address islets
1994). No consistent and specific structural or metabolic of ability and special talents that are present in a significant
abnormalities have as yet been revealed, but overall braimroportion of autistic individuals is the theory of weak cen-
volume and weight tend to be increased. tral coherence (Frith and Happé 1994). This theory proposes
A genetic basis for autism is strongly indicated from twin that the observed performance peaks in tests such as block
and family studies favoring a multiplicative multilocus design and embedded figures, and #Hazant syndrome,
model of inheritance, perhaps involving only a small num- shown for instance in outstanding feats of memory or
ber of genes (reviewed by Bailey et al. 1995). There is evi-exceptional drawing, are due to a cognitive processing style
dence for a broader cognitive phenotype with normal that favors segmental over holistic processing. Some evi-
intelligence and varying degrees of social and communica-dence exists that people with autism process information in
tion impairments which may be shared by family members. an unusually piecemeal fashion (e.g., start a drawing from
Other disorders of known biological origin, such as fragile an unusual detail). Likewise, they fail to integrate informa-
X-syndrome, phenylketonuria, tuberous sclerosis, can leadtion so as to derive contextually relevant meaning. For
to the clinical picture of autism in conjunction with severe instance, when reading aloud “the dog was on a long lead,”
mental retardation (Smalley, Asarnow, and Spence 1988).they may pronounce the wolekd asled.
There is no known medical treatment. However, special Clearly, the explanation of autism will only be complete
education and treatment based on behavior management anghen the necessary causal links have been traced between
modification often have beneficial effects (see chapters ingene, brain, mind and behavior. This is as yet a task for the
Schopler and Mesibov 1995). Whatever the treatment, thefuture.
developmental progress of children with autism is quite  See alS@COGNITIVE DEVELOPMENT, FOLK PSYCHOLOGY,
variable. MODULARITY OF MIND; NEUROTRANSMITTERS PROPOSI
Cognitive explanations of the core features of autism TIONAL ATTITUDES; SOCIAL COGNITION
provide a vital interface between brain and behavior. The Uta Fri
o ) .~ —Uta Frith
proposal of a specific neurologically based problem in
understanding minds was a significant step in this endeavor
The hypothesis that autistic children lack the intuitive References
understanding that people have mental states was originallysmerican Psychiatric Association. (199@jagnostic and Statisti-
tested with the Sally-Ann false belief paradigm (Baron-  cal Manual of Mental Disorders (DSM-IVourth edition.
Cohen, Leslie, and Frith 1985). This impairment has been Washington, DC: American Psychiatric Association.
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and then printing on one square of the tape at a time andable. To understand the latter claim, note that any real num-
subsequently moving the tape one square left or right or notber between zero and one can be represented by an infinite
at all. We start the machine with a finite sequence of sym-decimal expansion éyd;d>ds. . .d, . . . and thus as a func-
bols on the tape, and a program in the control box. The sym+ion f:N — N with f(n) = d,—and thus the uncountable set of
bol scanned, and the instruction now being executed fromthese real numbers can be viewed as a subset of the set of all
the program, determine what new symbol is printed on thefunctions fromN to N. However, the interest of computabil-
square, how the tape is moved, and what instruction is exeity theory is that there are “computationally interesting”
cuted next. functions that are not computable.

We associate with a TM Z a numerical functignby The following provides a simple example of an explicit
placing a numben encoded as a stringi< on the tape and  proof of noncomputability. We define tatal function h
start Z scanning the leftmost square af<If and when Z (i.e., h(x) is defined for everx in N) as follows. Let(n) =
stops, we decode the result to obtain the nuid@). If Z nif f, is itself total, whileh(n) = ny if f,, is not total—where
never stops, we lea¥g(n) undefined. Just consider the pro- ng is a fixed choice of an integer for whi¢f) is a total
gram Z, which always moves right on its tape (new squarescomputable functiorf thus has the interesting property that
are added whenever needed), as an example of a machir@ computable functiofy, is total if and only ifn = h(m) for
that never stops computing, no matter what its input. More somem. h is certainly a well-defined total function, buthis
subtle machines might, for example, test to see whettser  a computablefunction? The answer is no. For hf were
prime and stop computing only if that is the case. (We cancomputable, then so too would be the funcfiaiefined by
only associaté, with Z after we have chosen our encoding. f(n) = f,;(n) + 1, andf would also be total. Thekis total
Nonnumerical functions can be associated with a TM onceand computable, and $¢ fj,y, for somem so thatf(m) =
we have a “straightforward” way of unambiguously coding fy(m). But, by definitionf(m) = f,,(m) + 1, a contradic-
the necessarily finite or countable input and output struc-tion! This is one example of the many things undecidable by
tures on the tape.) any effective procedure.

Turing’s Hypothesis(also calledChurch’s thesis see The most famous example—proved by an extension of
CHURCHTURING THESIS is that a function is effectively the above proof—is that we cannot tell effectively for arbi-
computable if and only if it is computable by some TM. trary (n, ¥ whetherZ, will stop computing for input. Thus
This statement is informal, but each attempt to formalize thethe halting problem for TMs is unsolvable.
notion of effectiveness using finite “programs” has yielded  Finite automata provide, essentially, the input-output
procedures equivalent to those implementable by TMs (or abehavior of the TM control box without regard for its inter-

subclass thereof). action with the tape. Afinite automatonis abstractly

Because each TM is described by a finite list of described as a quintuplé = (X, Y, Q, J, R) whereX, Y, and
instructions we magffectively enumeratdhe TMs asz, Q are finite sets of inputs, outputs, and states, and if attime
Z,, Z3, . . .—Qivenn we may effectively find,,, and given the automaton is in statpand receives inpw, it will emit

the list of instructions for Z, we may effectively find the  outputf3(g) at timet, and then make the transition to state
for which Z = Z,. For example, we might list all the one- &q,X) at timet + |.

instruction programs first, then all those with two instruc- Given this, we can view the control box of a Turing
tions, and so on, listing all programs of a given length in Machine as a finite automaton: Kte the set of tape sym-

some suitable generalization of alphabetical order. bols,Q the set of control-box instructions, avidhe setX x
Turing showed that there isumiversal Turing Machine M of pairs &, m) wherex is symbol to be printed on the tape
that, given a coded descriptiongyf on its tape as well as andm is a symbol for one of the three possible tape moves

will proceed to computiz,(x) =f,(x), if it is defined. This is (left, right, or not at all).
obvious if we accept Turing’s hypothesis, for giveandx Another special case of the finite automaton definition

we find Z,, effectively, and then use it to compdgéx), and takesY to be the set {0,1}—this is equivalent to dividing the
so there should exist a TM to implement the effective proce-set Q into the setr of designatedinal states for which
dure of going from the paim(x) to the valuef,(x). More 3(q) = 1, and its complement—and then designates a spe-
directly, we can program a Turing machine U that divides cific stateqg of Q to be the “initial state.” In this case, inter-
the data on its tape into two parts, that on the left providing est focuses on thanguage acceptetly M, namely the set
the instructions foZ,, and that on the right providing the of stringsw consisting of a sequence of 0 or more elements
string x(t) on whichz, would now be computing. U is pro- of X (we useX* to denote the set of such strings) with the
grammed to place markers against the current instructionproperty that if we starM in stateqy and apply input
from Z, and the currently scanned symbolxgf), and to sequencew, thenM will end up in a state—denoted by
move back and forth between instructions and data to simu-0{qy,w)—that belongs td~.
late the effect oz, on x. For further details see Minsky The above examples define two sets of “languages” (in
(1967) and Arbib (1969), the second of which generalizesthe sense of subsets Xf, i.e., strings on some specified
Turing machines to those that can work in parallel on multi- alphabet)finite-state languagedefined as those languages
ple, possibly multidimensional tapes. accepted by some finite automaton, aadursively enu-

Is every function mapping natural numbexs={0, 1, 2, merable setshat have many equivalent definitions, includ-
3, .. .}) to natural numbers computable? Obviously not, for ing “a setR is recursively enumerablié and only if there is
we have seen that the number of computable functions isa Turing machine Z such that Z halts computation on initial
countable, whereas the number of all functions is uncount-tapex if and only if x belongs toR.” Without going into
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details and definitions here, it is interesting to note that two computable with available resources (Garey and Johnson
intermediate classes of formal languages—the context-freel979). Distributed computation may render tractable a prob-
languages and the context-sensitive languages—have alséem that a serial TM would solve too slowly. When some
been associated with classes of automata. The former ar@eople say “the brain is a computer,” they talk as if the
associated wittpush-down automatand the latter with  notion of “computer” were already settled. However, a
linear-bounded automataDiscussion of the relation of human brain is built of hundreds of regions, each with mil-
these language classes to human language was a staplions of cells, each cell with tens of thousands of connec-
topic for discussion in the 1960s (Chomsky and Miller tions, each connection involving subtle neurochemical
1963; Chomsky 1963; Miller and Chomsky 1963), and processes. To understand this is to push the theory of autom-
Chomsky has subsequently defined a number of other sysata—and cognitive science—far beyond anything available
tems of formal grammar to account for human languagetoday. Our concepts of automata will grow immensely over
competence. However, much work RBBYCHOLINGUISTICS the coming decades as we better understand how the brain
now focuses on the claim that adaptive networks provide afunctions.
better model of language performance than does any sys- Arbib (1987) provides much further information on neu-
tem based on using some fixed automaton structure whichral nets, finite automata, TMs, and automata that construct
embodies such a formal grammar (e.g., Seidenberg 1995). as well as compute, as well as a refutation of the claim that
McCulloch and Pitts (1943) modeled the neuron as aGddel's Incompleteness theorem (S&#EL'S THEOREMS
logic element, dividing time into units so small that in each sets limits to the intelligence of automata. Many articles in
time period at most one spike can be initiated in the axon ofArbib (1995) and in the present volume explore the theme
a given neuron, with output 1 or O coding whether or not the of connectionist approaches to cognitive modeling (see
neuron “fires” (i.e., has a spike on its axon). Each connec-COGNITIVE MODELING, CONNECTIONIST).
tion from neuroni to neuronj has an attachegynaptic See alsS@COMPUTATION; COMPUTATION AND THE BRAIN;
weight They also associatethresholdwith each neuron, = COMPUTATIONAL COMPLEXITY; COMPUTATIONAL THEORY
and assume exactly one unit of delay in the effect of all pre-OF MIND; FORMAL GRAMMARS; VISUAL WORD RECOGNITION
synaptic inputs on the cell’s output. A McCulloch-Pitts neu- ) _
ron (MP-neuron) fires just in case the weighted value of its —Michael Arbib
inputs at that time reaches threshold.
Clearly, a network of MP-neurons functions like a finite References
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our bodies, not just our brains; and biological neurons are Cambridge, MA: MIT Press.

amazingly more subtle than MP-neurons (Arbib 1995, pp. 4—ghannon, C. E., and J. McCarthy, Eds. (1986fomata Studies.
11). A TM might in principle be able to solve a given prob-  Pprinceton: Princeton University Press.

lem—Dbut take far too long to solve it. Thus it is not enough Turing, A. M. (1936). On computable numbefoc. London
that something be computable—it musttizetable, that is, Math. SocSer. 2, 42: 230-265.
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von Neumann, J. (1951). The general and logical theory of autom-serial. Automatic processing requires minimal effort, which
ata. In L. A. Jeffress, EdCerebral Mechanisms in Behaviour.  enables multitask processing. Automatic processing is
New York: Wiley. _ robust and highly reliable relative to controlled processing

von Neumann, J. (1966)he Theory of Self-Reproducing Autom-  gjegpite fatigue, exhaustion, and the effects of alcohol. On

ata. Edited and completed by Arthur W. Burks. Urbana: Uni- 0" qther hand, automatic processing requires substantial
versity of lllinois Press.

von Neumann, J., A. Burks, and H. H. Goldstine. (1947-f48- ConkSIEte]‘cnt practice, typlcally hun(?redﬁ' of trials fct)r "ﬁ Sc;ngle
ning and Coding of Problems for an Electronic Computing '@SK Dbefore accuracy Is attained, whereas controlled pro-

InstrumentInstitute for Advanced Study, Princeton. (Reprinted C€SSing often attains accuracy for a single task in a few tri-

in von Neumann'€ollected Works: 80—235.) als. Subjects have reduced control of automatic processing,
which attracts attention or elicits responses if task demands
; : change relative to the subject’s previous consistent training.
Automatic Processmg Automatic processing produces less memory modification
than controlled processing, which causes a stimulus to be
SeeAUTOMATICITY processed withowEMORY of the processing (e.g., Did you
lock the door when leaving the car?).
Automaticity Models of automaticity seek to account for the charac-

teristics noted above and, in particular, for the contrasts
between automatic and controlled processing. They divide

Automaticity is a characteristic of cognitive processing in into two kinds: incremental learning and instance-based. In
which practiced consistent component behaviors are perthe incremental learning models (e.g., James 1890/1950;
formed rapidly, with minimal effort or with automatic allo- Laberge 1975; Schneider, Dumais, and Shiffrin 1984), the
cation of attention to the processing of the stimulus. Most strength of association between the stimulus and a priority
skilled behavior requires the development of automatic pro-of the signal increases each time a positive stimulus-
cesses (e.g., walkingREADING, driving, programming). response sequence occurs. After a sufficient number of
Automatic processes generally develop slowly, with practice such events occur, the priority of the response is sufficient
over hundreds of trials. An example of an automatic processto result in an output of that stage of processing with the
for the skilled reader is encoding letter strings into their minimal need for attention. Stimuli not consistently
semantic meaning. As your eyes fixate on the word “red,” aattended to do not obtain a high priority, hence do not pro-
semantic code representing a color and an acoustic image aduce an automatic response. In contrast, the instance-based
the phonemes /r/ /e/ /d/ are activated. Automatic processesnodel of Logan (1992), for example, assumes that all
may occur unintentionally, such as the refocusing of your instances are stored and the response time is determined by
ATTENTION when you hear your name used in a nearby con-a parallel memory access in which the first retrieved
versation at a party. Automatic processing can release unininstance determines the reaction time. In this model, the
tentional behaviors, such as automatic capture errors (e.gimportance of consistency is due to response conflict
walking out of an elevator when the doors open on an unin-between the instances slowing the response.
tended floor). The concept of automaticity has been widely applied to

Automaticity develops when there is a consistent map- many areas of psychology to interpret processing differ-
ping (CM) between the stimuli and responses at some stagences. In the area of attentional processing, it has been
of processing. For example, in a letter search task, a subjecapplied to interpret effects of processing speed, effort, visual
responds to a set of letters called the “target set” and ignoresearch, and interference effects. In skill acquisition, it has
the “distracter set.” If certain letter stimuli are consistently been applied to interpret changes in performance with prac-
the target set, they will be attended and responded to whentice and the development of procedural knowledge. In the
ever they occur. Automatic processing will develop with understanding of human error, it has been applied to under-
practice and the consistent target letters will attract attentionstand unintended automatic behaviors such as capture errors
and activate response processes. Automatic targets can bend workload-related errors for controlled processing. In
found rapidly in cluttered displays with little effort. Auto- clinical disorders such as schizophrenia, difficulties in main-
maticity does not develop when stimuli have a varied map-taining attention can result from too frequent or too few
ping (VM) (e.g., when a letter that is a target on one trial is aautomatic attention shifts, and preservative behavior can
distracter on the next). result from automatic execution of component skills or lack

Automatic processing (AP) is often contrasted with con- of memory modification for automatic behaviors. In addic-
trolled or attentive processing. Controlled processing (CP)tions such as smoking, a major obstacle in breaking a habit
occurs early in practice, is maintained when there is a variedis the difficulty of inhibiting automatic behaviors linked to
mapping, and is relatively slow and effortful. social contexts. In the aging literature, there is evidence that

Automatic processing shows seven qualitatively and automatic and controlled behaviors may develop and decline
quantitatively different processing characteristics relative to differentially with age and that the aged may have more dif-
controlled processing. Automatic processing can be muchficulty learning and altering automatic behaviors.
faster than controlled processing (e.g., 2 ms per category for The concept of automatic processing has had a long his-
AP versus 200 ms for CP). Automatic processing is paralleltory in cognitive psychology. The topic of automaticity was
across perceptual channels, memory comparisons, an major focus iwILLIAM JAMESS Principles of Psychology
across levels of processing, whereas controlled processing i$1890/1950). In modern times, automatic processing has
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been an important issue in the attention literature (PosnerAutonomy of Psychology
and Snyder 1975; Schneider and Shiffrin 1977; Shiffrin

1988) and the skill acquisition literature (Laberge 1975),
and the skill acquisition and memory literature (Anderson Psychology has been considered an autonomous science in

1992; Schneider and Detweiler 1987; Logan 1992). at least two respects: its subject matter and its methods. To
See alsOAGING AND COGNITION; ATTENTION IN THE say that its subject matter is autonomous is to say that psy-

HUMAN BRAIN; AUDITORY ATTENTION; EXPERTISE EYE chology deals with entities—properties, relations, states—

MOVEMENTS AND VISUAL ATTENTION; MOTOR CONTROL that are not dealt with or not wholly explicable in terms of

physical (or any other) science. Contrasted with this is the
idea that psychology employs a characteristic method of
explanation, which is not shared by the other sciences. |

—Walter Schneider

References shall label the two senses of autonomy “metaphysical auton-
Anderson, J. R. (1992). Automaticity and the ACT theAmeri- omy” and “explanatory a“tonomy- - o
can Journal of Psychology05: 165—180. Whether psychology as a science is autonomous in either
James, W. (1890/1950fhe Principles of Psychologyol. 1. sense is one of the philosophical questions surrounding the
Authorized edition. New York: Dover. (somewhat vague) doctrine of “naturalism,” which concerns

LaBerge, D. (1975). Acquisition of automatic processing in per- itself with the extent to which the human mind can be
ceptual and associative learning. In P. M. A. Rabbit and S. Dor- brought under the aegis of natural science. In their contem-
nic, Eds. Attention and Performance Mew York: Academic porary form, these questions had their origin in the “new
Press. science” of the seventeenth century. Early materialists like

Logar:, G't'D'.t %992_)- AtSentionl a][“g) prehatltea%%” ég;h;;gies of Hobbes (1651) and La Mettrie (1748) rejected both explana-
automaticityAmerican Journal ot FSychologys: S1/=339. tory and metaphysical autonomy: Mind is matter in motion,

Posner, M. I, and C. R. R. Snyder. (1975). Attention and cognitive , 4 the mind can be studied by the mathematical methods of

control. In R. L. Solso, Edlnformation Processing and Cogni- th . st it But whil terial
tion: The Loyola Symposiumillsdale, NJ: Erlbaum, pp 55-85. € new science Just as any matter can. Sut while material-

Schneider, W., and M. Detweiler. (1987). A connectionist/control 1SM (and therefore the denial of metaphysical autonomy)

architecture for working memory. In G. H. Bower, Edihe had to wait until the nineteenth century before becoming
Psychology of Learning and Motivatiomol. 21. New York: widely accepted, the denial of explanatory autonomy
Academic Press, pp. 54-119. remained a strong force in empiricist philosophyME

Schneider, W., S. T. Dumais, and R. M. Shiffrin. (1984). Auto- described hidreatise of Human Naturl739-1740) as an
matic and control processing and attention. In R. Parasuraman;attempt to introduce the experimental method of reasoning
R. anesd and R. J. Beatty, Eo\s!arletles of AttentionNew into moral subjects"—where “moral” signifies “human.”
York: Academic Press, pp. 1-27. And subsequent criticism of Hume’s views, notably by

Schneider, W., and R. M. Shiffrin. (1977). Automatic and con- KANT and Reid, ensured that the question of naturalism—

trolled information processing in vision. In D. LaBerge and S. hether th b o f " f th
J. Samuels, EdsBasic Processes in Reading: Perception and whetner theré can be a “science ol man'—was one of the

ComprehensiorHillsdale, NJ: Erlbaum, pp. 127154 central questions of nineteenth—century philosophy, and a
Shiffrin, R. M. (1988). Attention. In R. C. Atkinson, R. J. Herm- question that hovered over the emergence of psychology as
stein, G. Lindzey, and R. D. Luce, EdSteven’s Handbook of ~ an independent discipline (see Reed 1994).

Human Experimental Psychologgl. 2, Learning and Cogni- In the twentieth century, much of the philosophical
tion. New York: Wiley, pp. 739-811. debate over the autonomy of psychology has been inspired
by the logical positivists’ discussions of thaiTy oF scr-
Further Readings ENCE (see Carnap 1932-1933; Feigl 1981; Oppenheim and

e Putnam 1958). For the positivists, physical science had a
Bargh, J. A. (1992). The ecology of automaticity: Toward estab- gpacig| epistemological and ontological authority: The other

"?fhing }Ahe Cpndit?”s ”ele‘ieg toﬁrfdg}gg Tgfmlagigc processinggciences (including psychology) must have their claims
effects.American Journal of Psycholo . - . . . . .
Healy, A. F., D. W. Fendrich, R. J. Crutcher, W. T. Wittman, A. T. about the world vindicated by being translated into the lan-

Gest, K. R. Ericcson, and L. E. Bourne, Jr. (1992). The long- guage of physics. This extrerrepucTioNism did not sur-

term retention of skills. In A. F. Healy, S. M. Kosslyn, and R. Vive long after the decline of the positivist doctrines which
M. Shiffrin, Eds.,From Learning Processes to Cognitive Pro- generated it—and it cannot have helped prevent this decline

cesses: Essays in Honor of William K. Esied. 2. Hillsdale, that no positivist actually succeeded in translating any psy-

NJ: Erlbaum, pp. 87-118. chological claims into the language of physics. Thus even
Naatanen, R. (1992jttention and Brain FunctiorHillsdale, NJ: though positivism was a major influence on the rise of post-

Erlbaum. war PHYSICALISM, later physicalists tended to distinguish

Neumann, O. (1984). Automatic processing: A review of recent thejr metaphysical doctrines from the more extreme positiv-
ggﬂggfsa%ddscﬂgzitﬁg; a;‘ngId&g&?ryﬁ,rgncgg's:é'grzn:ngng' F. ist claims. J. J. C. Smart (1959), for example, asserted that
Heidelbérg: Sr;ringer—VerIag. mental and physmal properties are |dent|caI3 but denied that

Norman, D. A., and D. G. Bobrow. (1975). On data-limited and € PSychological language we use to describe these proper-
resource-limited processeBognitive Psychology: 44—64. ties can be translated into physical language. This is not yet

Schneider, W., M. Pimm-Smith, and M. Worden. (1994). The neu- 0 concede psychology’s explanatory autonomy. That psy-
robiology of attention and automaticit@urrent Opinion in chology employs a differefanguagedoes not mean it must
Neurobiology4: 177-182. employ a different explanatompethod.And Smart’s iden-
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tity claim obviously implies the denial of psychology’s scientific. Davidson argues that psychological explanations
metaphysical autonomy. attributingPROPOSITIONALATTITUDES are governed by nor-

On the other hand, many philosophers think that the pos-mative principles: In ascribing a propositional attitude to a
sibility of multiple realizationforces us to accept the meta- person, we aim to make that person’s thought and action as
physical autonomy of psychology. A property is multiply reasonable as possible (for related views, see McDowell
realized by underlying physical properties when not all of 1985; Child 1994). In natural science, no comparable nor-
the instances of that property are instances of the samenative principles are employed. It is this dependence on the
physical property. This is contrasted with propédgntity, “constitutive ideal of rationality” that prevents a psychology
where a brain property being identical with a mental prop- purporting to deal with the propositional attitudes from ever
erty, for example, entails that all and only instances of thebecoming scientific—in the sense that physics is scientific.
one property are instances of the other. Hilary PutnamAccording to Davidson, decision theory is an attempt to sys-
(1975) argued influentially that there are good reasons fortematize ordinary explanations of actions in terms of belief
thinking that psychological properties are multiply realized and desire, by employing quantitative measures of degrees
by physical properties, on the grounds that psychologicalof belief and desire. But because of the irreducibly norma-
properties ardunctional properties of organisms—proper- tive element involved in propositional attitude explanation,
ties identified by the causal role they play in the organism’s decision theory can never be a natural science (for more on
psychological organization (SEENCTIONALISM). this subject, see Davidson 1995). Where the “layered

This kind of functionalist approach implies a certain world” picture typically combines a defense of metaphysi-
degree of metaphysical autonomy: Because psychologicakal autonomy with an acceptance of the properly scientific
properties are multiply realized, it seems that they cannot be(or potentially scientific) nature of all psychological expla-
identical with physical properties of the brain (but contrast nation, Davidson'sANOMALOUS MONISM combines strong
Lewis 1994). It does not, however, imply a Cartesian dualist explanatory autonomy with an identity theory of mental and
account of the mind, because all these properties are propemphysical events.
ties of physical objects, and the physical still has a certain See alSBRENTANO; INTENTIONALITY ; PSYCHOLOGICAL
ontological priority, sometimes expressed by saying that LAWS; RATIONALISM VS. EMPIRICISM
everythingsupervenesn the physical (Se®UPERVENIENCE
and MIND-BODY PROBLEM). The picture that emerges is a — Tim Crane
“layered world"”: The properties of macroscopic objects are
muItipIy _realized by more micrqscopic proper'gies, eventu- References
ally arriving at the properties which are the subject matter of
fundamental physics (see Fodor 1974; Owens 1989). Carnap, R. (1932-1933). Psychology in physical language.

With the exception of some who hold EIMINATIVE Erkenntnis3. . . .
MATERIALISM, who see the metaphysical autonomy of com- Ch"c":;iy:ﬁéﬁgé)rgasusa"w’ Interpretation and the Min@xford:
monsense (or “folk”) psychological categories as a reason . : . .
for rejecting(the entit)ieg gsycho?ogy talks%bout, the “layered Curgmms,_ R. (1983)The Nature of Psychological Explanation.

A . . . ambridge, MA: MIT Press.
world” picture is a popular account of the relationship

. . . avidson, D. (1970). Mental events. In L. Foster and J. Swanson,
between the subject matters of the various sciences. But ggs Experience and Theoriondon: Duckworth, pp. 79—101.

what impact does this picture have on the question of thepavidson, D. (1995). Can there be a science of rationalitg?-
explanatory autonomy of psychology? Here matters become national Journal of Philosophical Studi8s

a little complex. The “layered world” picture does suggest Feigl, H. (1981). Physicalism, unity of science and the foundations
that the theories of the different levels of nature can be rela-  of psychology. In Feiglinquiries and Provocation®ordrecht:
tively independent. There is also room for differstytesof Reidel. . o .
explanation. Robert Cummins (1983) argues that psycholog—FOdor' J. (1974). Special sciences: The disunity of science as a

ical explanation does not conform to the “covering law” pat- , Working hypothesisSynthéses. . .
tern of explanation employed in the physical sciences Hotét;eosk,sT.1§)166851)_eV|athan.Harmondsworth, England: Penguin
(where to explain a phenomenon is to show it to be an Hume, D. (1739-1740)A Treatise of Human Natur&nd ed.

instance of a law of nature). And some influential views of  o5yford: Clarendon Press, 1978.
the nature of computational psychology treat it as involving a Mettrie, J. (1748)Man the MachineCambridge: Cambridge

three different levels cEXPLANATION (see Marr 1982). But University Press, 1996.
in general, nothing in the “layered world” picture prevents Lewis, D. (1994). Reduction of mind. In S. Guttenplan, Ed.,
psychology from having a properly scientific status; it is stil ~ Companion to the Philosophy of Min@xford: Blackwell, pp.

the subject matterpsychological properties and relations) 412-431. _ _

of psychology that ultimately sets it apart from physics and Mar, D. (1982)Vision. San Francisco: Freeman. .

the other sciences. In short, the “layered world” conception McDowell, J. (1985). Functlpnahsm and anomalous monism. In E.
holds that psychological explanation has its autonomy in the ~-éPore and B. Mclaughlin, Edsctions and Events: Perspec-

sense that it does not need to be reduced to physical explana- \t,'v\gf on the Philosophy of Donald Davids@xford: Black-

tion, but nonetheless it is properly scientific. _ Oppenheim, P., and H. Putnam. (1958). The unity of science as a
This view can be contrasted with Davidson’s (1970) view  working hypothesis. In H. Feigl and G. Maxwell, Eddinne-

that there are features of our everyday psychological expla- sota Studies in the Philosophy of Sciemdmneapolis: Univer-

nations that prevent these explanations from ever becoming sity of Minnesota Press.
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Owens, D. (1989). Levels of explanatidind 98. lett’s early writings on these topics, the field would now be
Putnam, H. (1975). The nature of mental states. In PutRhito; much more of a social-based discipline than it is.
sophical Papers,vol. 2. Cambridge: Cambridge University As a young faculty member, Bartlett had extensive inter-
Press. actions with the neurologist Henry Head. While Bartlett

Reed, E. (1994). The separation of psychology from philosophy:
Studies in the sciences of mind, 1815-1879. In S. Shanker, Ed.
Routledge History of Philosophy: The 19th Centlugndon:

never directly concerned himself with neurophysiological
research (Broadbent 1970; Zangwill 1972), he provided
intellectual support for a number of students who went on to

Routledge. ) . > :
Smart, J. J?C. (1959). Sensations and brain proceésiésophi- become the first generation of British neuropsychologists
cal Reviewss8. (e.g., Oliver Zangwill, Brenda Milner). Bartlett's discus-
sions with Henry Head about physiological “schemata”
o (used to account for aspects of human posture) was another
AUtOpOIeSIS important source of Bartlett’s thinking on the psychological

construct of “schema” (cf. Bartlett 1932).
SeeSELFORGANIZING SYSTEMS Through a complex series of events that occurred late in
his career, Bartlett had a direct hand in initiating the

; information-processing framework that is a major compo-
Backpropagatlon nent of current cognitive science. During World War I, a
brilliant young student named Kenneth Craik came to Cam-
SeeNEURAL NETWORKS RECURRENTNETWORKS bridge to work with Bartlett. Craik carried out early work on
control engineering and cybernetics, only to be killed in a
Bartlett, Frederic Charles bicycle accident the day before World War 1l ended. Bartlett

was able to see the importance of Craik’s approach and took
over its development. DonakROADBENT, in his autobiog-

Frederic C. Bartlett (1886-1969) was Britain’s most out- raphy (1980), notes that when he arrived at Cambridge after
standing psychologist between the World Wars. He was athe war, he was exposed to a completely original point of
cognitive psychologist long before the cognitive revolution view about how to analyze human behavior. Broadbent went
of the 1960s. His three major contributions to current cogni- on to develop the first information-processing box models
tive science are a methodological argument for the study ofof human behavior (cf. Weiskrantz 1994).
“ecologically valid” experimental tasks, a reconstructive Bartlett worked on applied problems throughout his
approach to human memory, and the theoretical construct ofcareer, believing that in an effort to isolate and gain control
the “schema” to represent generic knowledge. of psychological processes, much laboratory research in

Receiving a bachelor's degree in philosophy from the psychology missed important phenomena that occurred in
University of London (1909), Bartlett carried out additional more natural settings. This argument fBCOLOGICAL
undergraduate work in the moral sciences at CambridgevALIDITY (e.g., Neisser 1978) makes up an important sub-
University (1914), where he later became director of the theme in current cognitive science (see alsoLoGICAL
Cambridge Psychological Laboratory (1922) and was even-pSYCHOLOGY).
tually appointed the first Professor of Experimental Psy-  Bartlett’'s methodological preference for ecologically
chology at Cambridge (1931). He was made Fellow of the valid tasks led him to reject the traditional approach to the
Royal Society in 1932 and knighted in 1948. study of human memory that involved learning lists of non-

Bartlett’s unique position in the development of psychol- sense syllables. In his bodtememberingd1932), Bartlett
ogy derived in part from his multidisciplinary background. reported a series of memory studies that used a broader
At London and also later at Cambridge, Bartlett was influ- range of material, including texts of folktales from Native
enced by the philosophy of James Ward and George Stouf\merican cultures. Bartlett focused not on the number of
(Bartlett 1936), who developed systems that were antiato-correct words recalled, but on the nature of the changes
mist and antiassociationist, as opposed to the traditional Brit-made in the recalls. He found that individuals recalling this
ish empiricist view. At Cambridge, Bartlett's major type of material made inferences and other changes that led
intellectual influences were C. S. Myers and W. H. R. Rivers. to a more concise and coherent story (conventionalization).
Although both had been trained as physicians, Myers was arOverall, Bartlett concluded that human memory is not a
experimental psychologist and Rivers a cultural and physicalreproductive but a reconstructive process. Although Bart-
anthropologist when Bartlett studied with them there. It was lett's approach made little impact on laboratory memory
Myers who introduced Bartlett to German laboratory psy- research at the time, with the advent of the cognitive revolu-
chology with a particular focus GrsYCHOPHYSICS tion (e.g., Neisser 1967), his ideas became an integral part

His work with Rivers had a strong impact on Bartlett's of the study of humameMoRY, and by the early 1980s, his
thinking. He published a number of books and papershbook Rememberingvas the second most widely cited work
devoted to social issues and the role of psychology in anthro4in the area of human memory (White 1983).
pological research (Harris and Zangwill 1973). The anthro-  To account for his memory data, Bartlett developed the
pological study of the conventionalization of human cultural concept of the “schema” (seeHEMATA). He proposed that
artifacts over time served as a principal source of Bartlett’s much of human knowledge consists of unconscious mental
ideas about schemata. Recently social constructivists (Cosstructures that capture the generic aspects of the world (cf.
tall 1992) have argued that if psychology had followed Bart- Brewer and Nakamura 1984). He argued that the changes
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he found in story recall could be accounted for by assumingBgsal Gang”a
that “schemata” operate on new incoming information to
fill in gaps and rationalize the resulting memory representa-
tion. Bartlett’s schema concept had little impact on memory The CEREBRAL CORTEX is massively interconnected with a
research in his lifetime, and, in fact, at the time of his death,large group of subcortical structures known as the “basal
his own students considered it to have been a failureganglia.” In general, the basal ganglia can be described as a
(Broadbent 1970; Zangwill 1972). However, the schema set of input structures that receive direct input from the cere-
construct made an impressive comeback in the hands obral cortex, and output structures that project back to the
computer scientist Marvin Minsky. In the early stages of the cerebral cortex via thedHaLaMUS. Thus a major feature of
development of the field of artificial intelligence (Al), Min- basal ganglia anatomy is their participation in multiple
sky was concerned about the difficulty of designing com- loops with the cerebral cortex, termedrtico-basal gan-
puter models to exhibit human intelligence. He read glia-thalamo-cortical circuits(see Alexander, DeLong, and
Bartlett's 1932 book and concluded that humans were usingStrick 1986, figure 1).

top-down schema-based information to carry out many psy- Although the termbasal gangliawas first used to indi-
chological tasks. In a famous paper, Minsky (1975) pro- cate the putamen and globus pallidus (Ringer 1879), it now
posed the use of frames (i.e., schemata) to capture theefers to the striatum, globus pallidus, subthalamic nucleus
needed top-down knowledge. In its new form, the schema(STN), and substantia nigra. The striatum has three subdivi-
construct has widely influenced psychological research onsions, the caudate, putamen, and ventral striatum, that
human memory (Brewer and Nakamura 1984) and the fieldtogether form the main input structures of the basal ganglia.

of Al The globus pallidus consists of an external segment (GPe)
See alSOFRAME-BASED SYSTEMS INFORMATION THE- and an internal segment (GPi). The GPe and STN are
ORY; MENTAL MODELS; TOP-DOWN PROCESSINGN VISION thought to represent “intermediate” basal ganglia structures,
although the STN also receives some direct cortical inputs.

— William F. Brewer The substantia nigra comprises two major cell groups, the

pars compacta (SNpc) and pars reticulata (SNpr). The SNpr
and GPi are the major output structures of the basal ganglia.
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cal Aspects of Memory.ondon: Academic Press, pp. 3-14. matrix cells projecting to GPe express high levels of

Weiskrantz, L. (1994). Donald Eric Broadbent. Biographical : L .
Memoirs of (FeIIOV\)/s of the Royal Socievg|. 40_9 L(?ndon: enkephalin (ENK) and are inhibited by the action of dopa-

Royal Society, pp. 33-42. mine on their D2 receptors (figure 1).
White, M. J. (1983). Prominent publications in cognitive psychol- __Efferents from GPe project largely to the STN, GPi and
ogy. Memory and Cognitiod1: 423-427. SNpr and use GABA to inhibit their targets. Neurons in the

Zangwill, O. L. (1972). Remembering revisit€uarterly Journal STN project to GPi or SNpr where they use GLU to excite
of Experimental Psycholodd4: 123-138. neurons in both structures (figure 1). There is also evidence
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CORTICAL - BASAL GANGLIA - Subsequent experiments have supported this proposal
THALAMO - CORTICAL CIRCUIT and also suggested that basal ganglia-thalamocortical pro-
jections to the frontal lobe are topographically organized
into discrete output channels (Hoover and Strick 1993; Mid-
dleton and Strick 1994). Furthermore, it is now apparent
that basal ganglia output is directed to cortical areas outside
the frontal lobe, including a region of the temporal lobe
involved in visual processing (Middleton and Strick 1996a).
Thus the anatomical substrate exists for basal ganglia output

Cerebral

Cortex GLU

Striatum .

GABA
sy

GPe & to influence multiple motor and nonmotor areas of the cere-
GABAT 1 | Subthalamic bral cortex. Consequently, current views of basal ganglia
SP Nucleus function emphasize the impact these subcortical nuclei may
GPi or SNpr . oLU have on a broad spectrum of behavior.
GABA Several lines of evidence implicate the basal ganglia in
- R T forms of “habit learning” that involve the creation of novel
Thalamus ( associations between stimuli and responses. For example,
- individuals with Parkinson's disease (PD) or Huntington's
I | _ disease (HD) have been shown to be impaired in the perfor-
GLY mance of tasks that depend on habit learning (Knowlton,
Mangels, and Squire 1996; Knowlton et al. 1996). Both PD
O:' Excitatory projection and HD arise from the degeneration of specific cell groups
@ —— nhibitory projection in the basal ganglia (the SNpc and striatum, respectively).

Interestingly,SINGLE-NEURON RECORDING studies in mon-
keys have shown that “tonically active neurons” in the stria-

for GPe projections to the reticular nucleus of the thalamus,tum change their firing properties as an association is built
but the significance of this projection is unknown. between a specific sensory stimulus and an appropriate

Neurons in the GPi and SNpr are the principal outputs of motor response (Aosaki et al. 1994). These neurons are
the basal ganglia. These neurons innervate a specific set ahought to be large (50-60 pm) aspiny cholinergic interneu-
thalamic nuclei and use GABA as an inhibitory transmitter. rons. Similarly, some neurons in the SNpc are preferentially
Output neurons in the thalamus that receive basal ganglisactivated by appetitive rewards or stimuli that predict the
input use GLU as a neurotransmitter to excite their targets.occurrence of such rewards. Together, these striatal and
Although some of these thalamic neurons project back tonigral neurons may form part of the neural substrate under-
the striatum, and thus form a closed feedback loop with thelying behavioral reinforcement (Schultz, Dayan, and Mon-
basal ganglia, the major output from the basal ganglia is totague 1997).
thalamic neurons that in turn project to the cerebral cortex. Other forms of learning also appear to be influenced by
This pathway forms the efferent limb of the cortico-basal the basal ganglia. Physiological studies have shown that
ganglia-thalamocortical circuit. Output neurons in SNpr portions of the striatum and pallidum are activated during
and GPi also project to brain stem nuclei such as the supethe performance of tasks that require learning a sequence of
rior colliculus and pedunculopontine nucleus. The projec- movements (Jenkins et al. 1994; Mushiake and Strick 1995;
tion to the colliculus appears to play a role in the generationKermadi and Joseph 1995). Moreover, some patients with
of eye and head movements. The function of the peduncuPD and HD are selectively impaired on motor learning
lopontine projection is more obscure. Pedunculopontine tasks, but not on other forms of learning (Heindel et al.
neurons appear to largely project back upon SNpc, GPi,1989). These observations suggest that the basal ganglia
and STN. may play a critical role in what has been termpestedural

Recently, there have been some dramatic changes in coner motor-skill learning
cepts about the function of basal ganglia loops with the There is also evidence to support the involvement of the
cerebral cortex. These loops were thought to collect inputsbasal ganglia in non-motor cognitive processes. First, some
from widespread cortical areas in the frontal, parietal, andneurons in the basal ganglia display activity related to sen-
temporal lobes and to “funnel” this information back to the sory and cognitive functions but not motor responses (Hiko-
primary motor cortex or other cortical motor areas for use in saka and Wurtz 1983; Mushiake and Strick 1995; Brown,
MOTOR CONTROL (Kemp and Powell 1971). New observa- Desimone, and Mishkin 1996). Second, some individuals
tions have led to the suggestion that basal ganglia loops argvith PD and HD have striking cognitive and visual deficits,
involved in a much more diverse range of behavior includ- such as impaired recognition of faces and facial expressions,
ing MOTOR LEARNING and cognition. For example, Alex- that actually precede the development of prominent motor
ander, DeLong and Strick (1986) have proposed that basabymptoms (Jacobs, Shuren, and Heilman 1995a,b). Third,
ganglia output targeted at least five regions of the frontal other patients with basal ganglia lesions exhibit profound
lobe: two cortical areas concerned with skeletomotor andcognitive, visual, and sensory disturbances. For example,
OCULOMOTORCONTROL, and three regions of the prefrontal lesions of the globus pallidus or SNpr have been reported to
cortex involved iNWORKING MEMORY, ATTENTION, and produce working memory deficits, obsessive-compulsive
emotional behavior. behavior, apathy, and visual hallucinations (Laplane et al.
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1989; McKee et al. 1990). There is also growing evidence positron-emission tomographyournal of Neurosciencd4:
that alterations in the basal ganglia accompany disorders 3775-3790.
such as schizophrenia, depression, obsessive-compulsivEemp, J. M., and T. P. S. Powell. (1971). The connexions of the
disorder, Tourette's syndromeyTism, and attention deficit striatum and globus pallidus: synthesis and speculabio-
disorder (for references, see Middleton and Strick 1996b; Zzghfg; Transactions of the Royal Society of Londiftg2:
Castellanos et. al. 1996). Finally, the Cl.”rem animal mOdeIKermadi, I.,. and J. P. Joseph. (1995). Activity in the caudate
of PD uses high doses of a neurotoxin called MPTP (1-"cleus of monkey during spatial sequencifmurnal of Neu-
methyl-4-phenyl-1,2,3,6-tetrahydropyridine) to reproduce  gphysiology74: 911-933.
the neuropathology and motor symptoms of this disorder Knowliton, B. J., J. A. Mangels, and L. R. Squire. (1996). A neo-
with remarkable fidelity. However, chronic low-dose treat- striatal habit learning system in humaSgience273: 1399-
ment of monkeys with this compound has been shown to  1402.
cause cognitive and visual deficits, without gross motor Knowlton, B. J., L. R. Squire, J. S. Paulsen, N. R. Swerdlow, M.
impairments (Schneider and Pope-Coleman 1995). Swenson, and N. Butters. (1996). Dissociations within non-
Taken together, existing anatomical, physiological, and ~ declarative memory in Huntington's diseaseuropsychology
behavioral data suggest that the basal ganglia are not onI)La 10: 538-548.

. . plane, D., M. Levasseur, B. Pillon, B. Dubois, M. Baulac, B.
involved in the control of movement, but also have the Mazoyer. S. Tran Dinh, G. Sette, F. Danze, and J. C. Baron.

potential to influence diverse aspects of behavior. Future (1989). Obsessive-compulsive and other behavioural changes
research will be needed to determine the full extent of the  yith bilateral basal ganglia lesiorBain 112: 699-725.

cerebral cortex influenced by basal ganglia output, the phys-Mckee, A. C., D. N. Levine, N. W. Kowall, and E. P. Richardson.
iological consequences of this influence, and the functional  (1990). Peduncular hallucinosis associated with isolated infarc-

operations performed by basal ganglia circuitry. tion of the substantia nigra pars reticul#anals of Neurology
See alSONEUROTRANSMITTERS 27: 500-504.
) . Middleton, F. A., and P. L. Strick. (1994). Anatomical evidence for
—Peter L. Strick and Frank Middleton cerebellar and basal ganglia involvement in higher cognitive
function.Science266: 458-461.
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DeVito, J. L., and M. E. Anderson. (1982). An autoradiographic Bayesian learning has two distinct advantages over clas-
study of efferent connections of the globus pallidubacaca sical learning. First, it combines prior knowledge and data,
_mulatta Experimental Brain Researet6: 107-117. ~as opposed to classical learning, which does not explicitly

Divac, I., H. E. Rosvold, and M. K. Swarcbart. (1967). Behavioral jncorporate user or prior knowledge, so that ad hoc methods

(e:fg?:]:tsagfeIectgx%r?blatulon_ofltlge C?q”?ate q%ié?gg‘a' of  are needed to combine knowledge and data (see also
harative an ysiological Psycholdgfy. 184-190. MACHINE LEARNING). Second, Bayesian learning methods

Dubois, B., and B. Pillon. (1997). Cognitive deficits in Parkinson have a built-in Occam’s razor—there is no need to introd
diseaseJournal of Neurologyp44: 2-8. ave a bu ccam's razor—inhere IS no need to oduce

Eblen, F., and A. M. Graybiel. (1995). Highly restricted origin of €Xt€rnal methods to avoid overfitting (see Heckerman

prefrontal cortical inputs to striosomes in the macaque monkey. 1995)-. )

Journal of Neurosciencs: 5999—-6013. To illustrate with an example taken from Howard 1970,
Gerfen, C. R. (1984). The neostriatal mosaic: Compartmentaliza-consider a common thumbtack—one with a round, flat head

tion of corticostriatal input and striatonigral output systems. that can be found in most supermarkets. If we toss the

Nature311: 461-464. o thumbtack into the air, it will come to rest either on its point
Goldman, P. S., and W. J. H. Nauta. (1977). An intricately pat- (heads)or on its headtails). Suppose we flip the thumbtack

terned prefronto_—caudate projection in the rhesus mod&ay- N + 1 times, making sure that the physical properties of the

nal of Comparative Neurology71: 369-386. thumbtack and the conditions under which it is flipped
Graybiel, A. M. (1995). Building action repertoires: Memory and remain stable over time. From the fifstobservations. we

learning functions of the basal gangli@urrent Opinion in . -
Neurobgi]ologyS: 733-741. gang P want to determine the probability of heads on the-(1)th

llinsky, 1. A., M. Jouandet, and P. S. Goldman-Rakic. (1985). OSS. . . _
Organization of the nigrothalamocortical system in the rhesus  In a classical analysis of this problem, we assert that there
monkey.Journal of Comparative Neurolo®86: 315-330. is some true probability of heads, which is unknown. We
Kim, R., K. Nakano, A. Jayarman, and M. B. Carpenter. (1976). estimatethis true probability from thé&l observations using
Projections of the globus pallidus and adjacent structures: Ancriteria such as low bias and low variance. We then use this
EUtOfaldioglrgghiZC(SgtUggoin the monkéyurnal of Comparative  estimate as our probability for heads on the-(1)th toss. In
eurology1o%: £65-2399. the Bayesian approach, we also assert that there is some true
Lawrence, A. D., B. J. Sahakian, J. R. Hodges, A. E. Rosser, K. W, o apijivy of heads, but we encode our uncertainty about

Lange, and T. W. Robbins. (1996). Executive and mnemonic |, . o - .
functions in early Huntington’s diseastrain 119: 1633-1645. this true probability using the rules of probability to compute

Nauta, W. J. H., and W. R. Mehler. (1966). Projections of the lenti- OUr Probability for heads on thbl ¢ 1)th toss.
form nucleus in the monkeBrain Researchi: 3-42. To undertake a Bayesian analysis of this problem, we

Percheron, G., C. Francois, B. Talbi, J. Yelnik, and G. Fenelon. neéed some notation. We denote a variable by an uppercase
(1996). The primate motor thalamBrain Research Reviews letter (e.g.X, X, ©), and the state or value of a correspond-
22:93-181. ing variable by that same letter in lowercase (e.g, ).

Pillon, B., S. Ertle, B. Deweer, M. Sarazin, Y. Agid, and B. Dubois. We denote a set of variables by a boldface uppercase letter
(1996). Memory for spatial location is affected in Parkinson's (e g. X, Xi, ©). We use a corresponding boldface lowercase
diseaseNeuropsychologica4: 77-85. , letter (e.g.x, X;, 8) to denote an assignment of state or value

Saint-Cyr, J. A., L. G. Ungerleider, and R. Desimone. (1990). to each variable in a given set. We p&é = x [£), or p(x [£)

Organization of visual cortical inputs to the striatum and subse- .
quent outputs to the pallido-nigral complex in the monkey. as a shorthand, to denote the probability ¥atx of a per-

Journal of Comparative Neurolo@@8: 129—156. son with state of informatiofy We also use(x [§) to denote

Salmon, D. P., and N. Butters. (1995). Neurobiology of skill and the probability distribution foX (both mass functions and
habit learningCurrent Opinion in Neurobiolog§: 184—190. density functions). Whethex(x [§) refers to a probability, a

Schultz, W. (1997). Dopamine neurons and their role in reward probability density, or a probability distribution will be clear
mechanismsCurrent Opinion in Neurobiology: 191-197. from context.

Selemon, L. D., and P. S. Goldman-Rakic. (1985). Longitudinal Returning to the thumbtack problem, we defhé be a
topography and interdigitation of corticostriatal projections in variable whose valuggcorrespond to the possible true val-
the thesus monkejournal of Neuroscienck 776-794. ues of the probability of heads. We express the uncertainty

Strub, R. L. (1989). Frontal lobe syndrome in a patient with bilateral about® using the probability density functiqa(® | £). In

globus pallidus lesion&rchives of Neurolog$6: 1024-1027. o . .
Taylor, A. E., and J. A. Saint-Cyr. (1995). The neuropsychology of addition, we use; to denote the variable representing the

Parkinson’s diseasBrain and Cognitior23: 281-296. outcome of theth flip, 1=1,... N+ 1, and = {X; =x,
Wise, S. P, E. A. Murray, and C. R. Gerfen. (1996). The frontal - - - Xy = X} to denote the set of our observations. Thus, in

cortex-basal ganglia system in primat€sitical Reviews in ~ Bayesian terms, the thumbtack problem reduces to comput-

Neurobiologyl0: 317-356. ing p (Xy+1ID,€) fromp (6 [€).

To do so, we first use Bayes's rule to obtain the probabil-
Bayesian Learning ity distribution for® givenD and background knowledge
o(8|D, &) = PELOP(DIO.Z)

The Bayesian approach views all model learning—whether ’ p(DJ|¢&) @

of parameters, structure, or both—as the reduction of a

user'sUNCERTAINTY about the model given data. Further- where

more, it encodes all uncertainty about model parameters and

structure as probabilities. p(D|&) = J'p(D|6, &)p(B|§) do (2)
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Next, we expand thékelihood gDJ6, §). Both Baye- tribution:

sians and classical statisticians agree on this term. In partic- p(8|D, &) 6)
ular, given the value of9, the observations irD are '

mutually independent, and the probability of heads (tails) on _ M(a+N) eorh+h—1 1-6 ag+t-1

any one observation 8 (1- 6). Consequently, equation 1 T T(a,+h) (o, +t) (1-6)

becomes

Beta(8|ay + h,a, +1)

h t
p(6|D, &) = P(BI8)E (1-6) 3 We term the set of beta distributiong@njugate family of

p(D[¢) distributions for binomial sampling. Also, the expectation
whereh andt are the number of heads and tails observed in ©f 6 with respect to this distribution has a simple form:
D, respectively. The observatio3 represent a random a,
sample from the binomial distribution parameterizedpy J'eBeta(6|0(h, 0,)dé = o (7)
the probability distributiong(6 | &) andp(b | D, &) are com-
monly referred to as the “prior” and “posterior” f@, Hence, given a beta prior, we have a simple expression for

respectively; and the quantitiasandt are said to be “suffi-  the probability of heads in th&l ¢+ 1)th toss:
cient statistics” for binomial sampling because they summa-

. . . a,+h
rize the data sufficiently to compute the posterior from the P(Xy+1 = heads DE) = TN (8)
prior.

To determine the probability that th1)th toss of the Assumingp(B[¢) is a beta distribution, it can be assessed
thumbtack will come up heads, we use the expansion rule ofin a3 number of ways. For example, we can assess our proba-
probability to average over the possible value®:of bility for heads in the first toss of the thumbtack (e.g., using

_ a probability wheel). Next, we can imagine having seen the
P(Xy+1=heads DE) “) outcomes ok flips, and reassess our probability for heads in
:J'p(XN+1=head$(6, £)p(6|D, £)d6 the next toss. From equation 8, we havekferl,

- __ %
:J'ep(9|D’ £)do = Ep(9|D,£)(e) P(Xy+q1 =headsg) = a +a,
a,+1
where Eyg p, x(6) denotes the expectation@fvith respect p(X, =headsg X = headse) = m

to the distributiorp(6|D,E).
To complete the Bayesian analysis for this example, we Given these probabilities, we can solve dgranda;. This

need a method to assess the prior distributio®fdk com- assessment technique is known as “the method of imagined
mon approach, usually adopted for convenience, is tofuture data.” Other techniques for assessing beta distribu-
assume that this distribution idata distribution: tions are discussed by Winkler (1967).
Although the beta prior is convenient, it is not accurate
p(6|€) = BetaB|ay, ay) = 5) for some problems. For example, suppose we think that the
r(a) a1 a1 thumbtack may have been purchased at a magic shop. In this
h t . . . .
me (1-96) case, a more appropriate prior may be a mixture of beta dis-
h t tributions—for example,
wherea,, > 0 anda, > 0 are the parameters of the beta dis- (61€)
tribution, o = ay, + a, andl” (+) is thegamma functiorthat PO
satisfiesI” (x + 1) =x"(x) and[ (1) = 1. The quantitiea, = 0.4 Beta( 20 1+0.4 Beta( 1 2p+0.2 Beta( 2 2

anda; are often referred to as “hyperparameters” to distin-
guish them from the paramet@r The hyperparameteos,

anda; must be greater than zero so that the distribution can
be normalized. Examples of beta distributions are shown in

figure 1. o . toward heads, (2) thumbtack is biased toward tails, or (3)
The beta prior is convenient for several reasons. Byip mbiack is normal: and we have asserted 8haondi-

equation 3, the posterior distribution will also be a beta dis- {j;ned on each state,bf is a beta distribution. In general,

there are simple methods (e.g., the method of imagined
future data) for determining whether or not a beta prior is an
accurate reflection of one’s beliefs. In those cases where the
beta prior is inaccurate, an accurate prior can often be
assessed by introducing additional hidden variables, as in

where 0.4 is our probability that the thumbtack is heavily
weighted toward heads (tails). In effect, we have introduced
an additionahiddenor unobserved variablé, whose states
correspond to the three possibilities: (1) thumbtack is biased

this example.
So far, we have only considered observations drawn from
Beta(LD) Beta2) Bea(2)  Bea(1939) a binomial dls.tnbutlor). To be more general, suppose our
problem domain consists of variabks= (X, . . . ,X;). In

Figure 1. Several beta distributions. addition, suppose that we have some @ata(xq, . . . , X)),
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which represent a random sample from some unknowncan search for one or more model structures with large pos-
(true) probability distribution forX. We assume that the terior probabilities, and use these models as if they were
unknown probability distribution can be encoded by some exhaustive—an approach known as “model selection.”
statistical model with structuren and parameter®,,,. Examples of search methods applied to Bayesian networks
Uncertain about the structure and parameters of the modelare given by Heckerman, Geiger, and Chickering (1995) and
we take the Bayesian approach—we encode this uncertaintiMadigan et al. (1996).

using probability. In particular, we define a discrete variable  See als®{IDDEN MARKOV MODELS; PROBABILITY, FOUN-

M, whose states correspond to the possible true models, DATIONS OF; PROBABILISTIC REASONING

and encode our uncertainty abddt with the probability
distributionp (m | €). In addition, for each model structure
m, we define a continuous vector-valued varialdg,
whose configuration®,,, correspond to the possible true References

parameters. We encode our uncertainty a@using the Bernardo, J., and A. Smith. (1998ayesian TheoryNew York:

—David Heckerman

probability density functiop (8, | m,£). Wiley.
Given random samplB, we compute the posterior dis- Heckerman, D. (1998). A tutorial on learning with Bayesian net-
tributions for eactm and6,,, using Bayes's rule: works. In M. Jordan, EdLearning in Graphical Modelslu-
wer, pp. 301-354
_ p(m|&)p(D|m, &) Heckerman, D., D. Geiger, and D. Chickering. (1995). Learning
p(m|D.§) = 5 p(m'|E)p(D|m’, §) C)) Bayesian networks: The combination of knowledge and statisti-
m ' cal dataMachine Learning0: 197-243.
(8,,/m, £)p(D|8,, m, £) Howard, R. (1970). Decision analysis: Perspectives on inference,
(8 |D m,§) = P m| ' SJP m (10) decision, and experimentatioRroceedings of the IEEBS:
m= p(D|m, &) 632-643.
Lauritzen, S. (1996)Graphical ModelsOxford: Clarendon Press.
where Madigan, D., A. Raftery, C. \Wolinsky, and J. Hoeting. (1996).
Bayesian model averaginBroceedings of the AAAI Workshop
p(D|m, E)Ip(D|9m, m, {)p(em|m, &)doe,, (11) on Integrating Multiple Learned ModelBortland, OR.
Winkler, R. (1967). The assessment of prior distributions in Baye-

. . - . . . sian analysis American Statistical Association JournéPR:
is themarginal likelihood.Given some hypothesis of inter- 776—800.y

est,h, we determine the probability thlatis true given data
D by averaging over all possible models and their parame-

ters according to the rules of probability: Bayesian Networks
p(h[D, &) = ZD(mID, &)p(h|B,m, &) (12)
m

Bayesian networks were conceptualized in the late 1970s to
model distributed processing READING comprehension,
- 1 where both semantlcal expectations and perceptuall evidence
p(h|D,m,g&) Ip(hlem, m, §)p(6,|D, m, &)dB, (13) must be combined to form a coherent interpretation. The
__ ability to coordinate bidirectional inferences filled a void in
For exampleh may be the event that the next observation is gxperT sysTEMstechnology of the early 1980s, and Baye-

Xn+1- I this situation, we obtain sian networks have emerged as a general representation
(14) scheme for uncertain knowledge (Pearl 1988; Shafer and
P(Xy+1|D. €) Pearl 1990; Heckerman, Mamdani, and Wellman 1995;
Jensen 1996; Castillo, Gutierrez, and Hadi 1997).
= Z p(m|D, E)Ip(XN+l|em' m, E)D(9m|D, m, £)do,, Bayesian networks are directed acyclic graphs (DAGS) in
- which the nodes represent variables of interest (e.g., the

temperature of a device, the gender of a patient, a feature of
where p(Xn+116 M, &) is the likelihood for the model.  an object, the occurrence of an event) and the links represent
This approach is often referred to as “Bayesian model aver-informational or causal dependencies among the variables.
aging.” Note that no single model structure is learned. The strength of a dependency is represented by conditional
Instead, all possible models are weighted by their posteriorprobabilities that are attached to each cluster of parent-child
probability. nodes in the network.

Under certain conditions, the parameter posterior and Figure 1 describes a simple yet typical Bayesian network:
marginal likelihood can be computed efficiently and in the causal relationships between the season of theXgar (
closed form. For example, such computation is possiblewhether rain fallsX,) during the season, whether the sprin-
when the likelihood is given byenYESIAN NETWORK (€.9., kler is on Kg) during that season, whether the pavement
Heckerman 1998) and several other conditions are met. Seaould get wetX,), and whether the pavement would be slip-
Bernardo and Smith 1994, Laurtizen 1996, and Heckermanpery (X5). Here the absence of a direct link betw&grand
1998 for a discussion. Xs, for example, captures our understanding that the influ-

When many model structures are possible, the sums inence of seasonal variations on the slipperiness of the pave-
equations 9 and 12 can be intractable. In such situations, wenent is mediated by other conditions (e.g., wetness).
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@ SEASON to represent and respond to changing configurations. Any
local reconfiguration of the mechanisms in the environment
N can be translated, with only minor modification, into an iso-
SPRINKLER @ @ RAIN morphic reconfiguration of the network topology. For exam-
N S ple, to represent a disabled sprinkler, we simply delete from
@ WET the network all links incident to the node “Sprinkler.” To
represent the policy of turning the sprinkler off when it
| rains, we simply add a link between “Rain” and “Sprinkler”
@ SLIPPERY and reviseP(X3 | Xq, o). This flexibility is often cited as the
ingredient that marks the division between deliberative and
Figure 1. A Bayesian network representing causal influences among reactive agents, and that enables deliberative agents to man-
five variables. age novel situations instantaneously, without requiring
retraining or adaptation.

Organizing one’s knowledge around stable causal mech-
anisms provides a basis for planning undeCERTAINTY
y(Pearl 1996). Once we know the identity of the mechanism

altered by the intervention and the nature of the alteration,
e overall effect of an intervention can be predicted by
odifying the corresponding factors in equation 1 and using
the modified product to compute a new probability function.
For example, to represent the action “turning the sprinkler
ON”" in the network of figure 1, we delete the liKk - X3

and fix the value oK3 to ON. The resulting joint distribu-
tion on the remaining variables will be

As this example illustrates, a Bayesian network consti-
tutes a model of the environment rather than, as in man
other KNOWLEDGE REPRESENTATION schemes (e.g., rule-
based systems am@URAL NETWORKS), a model of the rea- h
soning process. It simulates, in fact, the mechanisms thafn
operate in the environment, and thus facilitates diverse
modes of reasoning, including prediction, abduction, and
control.

Prediction and abduction require an economical repre-
sentation of a joint distribution over the variables involved.
Bayesian networks achieve such economy by specifying, for

each variableX;, the conditional probabilitie®(x; | pa) P(Xy, Xg» X4y Xs) 2)
wherepg, is a set of predecessors ¥f that rendek; inde- °
pendent of all its other predecessors. Variables judged to be = P(x) P [X) P (X[ X2 X3 = ON)P(X5|X,)

the direct causes of; satisfy this property, and these are
depicted as the parentsXfin the graph. Given this specifi-
cation, the joint distribution is given by the product

Note the difference between the observationp= ON,
encoded by ordinary Bayesian conditioning, and the action
do(X3 = ON), encoded by conditioning a mutilated graph,
P(Xg, s %) = I_l P(xi|pa) (1)  Wwith the linkX; - X3 removed. This indeed mirrors the dif-
ference between seeing and doing: after observing that the

i sprinkler is ON, we wish to infer that the season is dry, that
from which all probabilistic queries (e.g., Find the most it probably did not rain, and so on; no such inferences
likely explanation for the evidence) can be answered coher-should be drawn in evaluating the effects the contemplated
ently using probability calculus. action “turning the sprinkler ON.”

The first algorithms proposed for probabilistic calcula- One of the most exciting prospects in recent years has
tions in Bayesian networks used message-passing architedseen the possibility of using Bayesian networks to discover
ture and were limited to trees (Pearl 1982; Kim and Pearlcausal structures in raw statistical data (Pearl and Verma
1983). Each variable was assigned a simple processor and991; Spirtes, Glymour, and Schienes 1993). Although any
permitted to pass messages asynchronously with its neighinference from association taUusATION is bound to be less
bors until equilibrium was achieved. Techniques have sincereliable than one based on controlled experiment, we can
been developed to extend this tree propagation method tcstill guarantee an aspect of reliability called “stability”: Any
general networks. Among the most popular are Lauritzenalternative structure compatible with the data must be less
and Spiegelhalter's (1988) method of join-tree propagation,stable than the structure inferred, which is to say, slight fluc-
and the method of cycle-cutset conditioning (see Pearltuations in parameters will render that structure incompati-
1988, 204-210; Jensen 1996). ble with the data. With this form of guarantee, the theory

While inference in general networks is NP-hard, the provides criteria for identifying genuine and spurious
COMPUTATIONAL COMPLEXITY for each of the methods cited causes, with or without temporal information, and yields
above can be estimated prior to actual processing. When thalgorithms for recovering causal structures with hidden vari-
estimates exceed reasonable bounds, an approximatioables from empirical data.
method such as stochastic simulation (Pearl 1987; 1988, In mundane decision making, beliefs are revised not by
210-223) can be used instead. Learning techniques havadjusting numerical probabilities but by tentatively accept-
also been developed for systematically updating the condi-ing some sentences as “true for all practical purposes.” Such
tional probabilitiesP(x; | pa) and the structure of the net- sentences, called “plain beliefs,” exhibit both logical and
work, so as to match empirical data (see Spiegelhalter andprobabilistic character. As in classicalGic, they are prop-
Lauritzen 1990; Cooper and Herskovits 1990). ositional and deductively closed; as in probability, they are

The most distinctive feature of Bayesian networks, stem- subject to retraction and to varying degrees of entrench-
ming largely from their causal organization, is their ability ment. Bayesian networks can be adopted to model the
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dynamics of plain beliefs by replacing ordinary probabilities Pearl, J. (1988)Probabilistic Reasoning in Intelligent Systems.

with nonstandard probabilities, that is, probabilities that are ~ San Mateo, CA: Morgan Kaufmann.

infinitesimally close to either zero or one (Goldszmidt and Pearl, J. (1996). Cau_sation, action, and _coun_terfactuals. In Y. Sho-

Pearl 1996). ham, Eq.,TheoretlcaI Aspects of Rationality and Knowledge:
Although Bayesian networks can model a wide spectrum of Erot;eedlngs ofstfe7§|xth Conferen&an Francisco: Morgan

cognitive activity, their greatest strength i€KUSAL REASON autmann, pp. >1-/o.

o . . . Pearl, J., and T. Verma. (1991). A theory of inferred causation. In J.
ING, which in turn facilitates reasoning about actions, explana- “a " aAjlen. R. Fikes. and E. Sandewall Edsinciples of

tions, counterfactuals, and preferences. Such capabilities are knowledge Representation and Reasoning: Proceedings of the
not easily implemented in neural networks, whose strengths  Second International Conferencéan Mateo, CA: Morgan
lie in quick adaptation of simple motor-visual functions. Kaufmann, pp. 441-452.

Some questions arise: Does an architecture resemblingshafer, G., and J. Pearl, Eds. (199adings in Uncertain Rea-
that of Bayesian networks exist anywhere in the human soning.San Mateo, CA: Morgan Kaufmann.
brain? If not, how does the brain perform those cognitive Spirtes, P., C. Glymour, and R. Schienes. (198a)sation, Pre-
functions at which Bayesian networks excel? A plausible __diction, and SearctNew York: Springer. .
answer to the second question is that fragmented structure§p'.egel?a“er(’j.?' J"I andbsb_ll_..t.Laurltzdgn. (tlzlgo)' She.qulerlt'a' t”pdat'
of causal organizations are constantly being assemple_d on ',\rl'gt\?\,o?g; L\f?rie%%ﬁ%n'él'ﬁguc;';ﬁgg;:ewgr_%pos'?a structures.
the fly, as needed, from a stock of functional building
blocks. For example, the network of figure 1 may be assem- Py ;
bled from several neural networks, one specializing in the Behavior-Based Robotics
experience surrounding seasons and rains, another in the
properties of wet pavements, and so forth. Such specializedBehavior-based robotics (BBR) bridges the fields of artifi-
networks are probably stored permanently in some mentalcial intelligence, engineering, and cognitive science. The
library, from which they are drawn and assembled into the behavior-based approach is a methodology for designing
structure shown in figure 1 only when a specific problem autonomous agents and robots; it is a typeNTELLIGENT
presents itself, for example, to determine whether an operatAGENT ARCHITECTURE Architectures supply structure and
ing sprinkler could explain why a certain person slipped andimpose constraints on the way robot control problems are
broke a leg in the middle of a dry season. solved. The behavior-based methodology imposes a general,

Thus Bayesian networks are particularly useful in study- biologically inspired, bottom-up philosophy, allowing for a
ing higher cognitive functions, where the problem of orga- certain freedom of interpretation. Its goal is to develop
nizing and supervising large assemblies of specializedmethods for controlling artificial systems (usually physical
neural networks becomes important. robots, but also simulated robots and other autonomous

See alSBAYESIAN LEARNING; PROBABILISTIC REASON software agents) and to use robotics to model and better
ING; PROBABILITY, FOUNDATIONS OF understand biological systems (usually animals, ranging
from insects to humans).

Behavior-based robotics controllers consist of a collec-
tion of behaviors that achieve and/or maintain goals. For
example, “avoid-obstacles” maintains the goal of preventing
Castillo, E., J. M. Gutierrez, and A. S. Hadi. (19&ypert Sys-  collisions; “go-home” achieves the goal of reaching some

tems and Probabilistic Network Modelsew York: Springer. home destination. Behaviors are implemented as control
Cooper, G. F,, and E. Herskovits. (1990). A Bayesian method forlaws (sometimes similar to those usedCiONTROL THE-

constructing Bayesian belief networks from databaBes- ORY), either in software or hardware, as a processing ele-
ceedings of the Conference on Uncertainty inpfal,86-94. ment or a procedure. Each behavior can take inputs from the
Goldszmidt, M., and J. Pearl. (1996). Qualitative probabilities for ropot's sensors (e.g., camera, ultrasound, infrared, tactile)

Sgﬁ%‘:e:ﬁaesﬁgég%( lb_ezl')‘?fSrfl"lsl'cz’”' and causal modefimgi- and/or from other behaviors in the system, and send outputs
Heckerman,gD., A. Mamdani, and M. P. Wellman, Guest Eds., to the robot's effectorg (6.9., wheels, grippers, arm, speech)

(1995). Real-world applications of Bayesian netwo@em- gnd/or to other behawors._Thus, a behawor_—based controller

munications of the ACI8(3): 24-68. is a structured network of interacting behaviors.

Jensen, F. V. (1996An Introduction to Bayesian Networksew BBR is founded on subsumption architecture (Brooks

York: Springer. 1986) and other work in reactive robotics (RR). RR achieves
Kim, J. H., and J. Pearl. (1983). A computational model for com- rapid real-time responses by embedding the robot's control-

bined causal and diagnostic reasoning in inference systemsler in a collection of preprogrammed, concurrent condition-

—Judea Pearl
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“move-to-light” at a higher level, when combined, result in small-increment,” “turn-by-a-small-angle”), and they extend
a robust light-chasing behavior; the higher-level rule neverin time and space. Some implemented behaviors include:
overrides the lower-level one, thus guaranteeing collision “go-home,” “find-object,” “get-recharged,” “avoid-the-light,”
avoidance. “aggregate-with-group,” “pick-up-object,” “find-landmark,”
While robust, such reactive systems are limited by their etc. Because behaviors can be defined at different levels of
lack of internal state; they are incapable of using internal abstraction and can represent various types of information,
representations and learning new behaviors. Behavior-basethey are difficult to define precisely, but are also a rich
systems overcome this limitation because their underlying medium for innovative interpretations.
unit of representation, behaviors, can store state. The way Deciding what behavior to execute at a particular point in
state is represented and distributed in BBR is one of thetime is callecbehavior arbitration,and is one of the central
sources of its novelty. Information is not centralized or cen- design challenges of BBR. For simplicity, most implemented
trally manipulated; instead, various forms of distributed rep- systems use a built-in, fixed priority for behaviors. More
resentations are used, ranging from static table structuredlexible solutions, which can be less computationally effi-
and networks to active, procedural processes implementedtient and harder to analyze, are commonly based on comput-
within the behavior networks. ing some function of the behavior activation levels, such as a
In contrast to RR and BBR, both of which are structured voting or activation spreading scheme (Maes 1989; Payton et
and developed bottom-umLANNING-based deliberative  al. 1992). Behavior-based systems are typically designed so
control systems are top-down, and require the agent/robot tahe effects of the behaviors largely interact in the environ-
perform a sequence of processing sense-plan-act steps (e.gnent rather than internally through the system, taking advan-
“combine the sensory data into a map of the world, then usetage of the richness of interaction dynamics by exploiting the
the planner to find a path in the map, then send steps of theroperties oBITUATEDNESSEMBEDDEDNESS These dynam-
plan to the robot's wheels”; Giralt, Chatila, and Vaisset ics are sometimes callezimergentbehaviors because they
1983; Moravec and Elfes 1985; Laird and Rosenbloom emergefrom the interactions and are not internally specified
1990). Hybrid systems attempt a compromise between bot-by the robot's program. Therefore, the internal behavior
tom-up and top-down by employing a reactive system for structure of a behavior-based system need not necessarily
low-level control and a planner for high-level decision mak- mirror its externally manifested behavior. For example, a
ing (Firby 1987; Georgeoff and Lansky 1987; Arkin 1989; robot that flocks with other robots may not have a specific
Payton 1990; Connell 1991). Often called “three-layer archi- internal “flocking” behavior; instead, its interaction with the
tectures,” they separate the control system into three com-environment and other robots may result in flocking,
municating but independent parts: (i) the planner, (i) the although its only behaviors may be “avoid collisions,” “stay
reactive system, and (iii) the intermediate module, which close to the group,” and “keep going” (Mafati@97).
reconciles the different time-scales and representations used Behavior-based robots have demonstrated various stan-
by the other two and any conflicts between their outputs.  dard robotic capabilities, including obstacle avoidance, nav-
Behavior-based systems typically do not employ such aigation, terrain mapping, following, chasing/pursuit, object
hierarchical division but are instead integrated through amanipulation, task division and cooperation, and learning
homogeneous distributed representation. Like hybrid sys-maps, navigation and walking. They have also demonstrated
tems, they also provide both low-level control and high-level some novel applications like large-scale group behaviors,
deliberation; the latter is performed by one or more distrib- including flocking, foraging, and soccer playing, and mod-
uted representations that compute over the other behaviorseling insect and even human behavior (Agha and Bekey
often directly utilizing low-level behaviors and their outputs. 1997; Webb 1994; Asada et al. 1994; Brooks and Stein
The resulting system, built from the bottom-up, does not 1994). Application domains have includedBILE ROBOTS
divide into differently represented and independent compo-underwater vehicles, space robotics, as well as robots capa-
nents as in hybrid systems, but instead constitutes an integrable of MANIPULATION AND GRASPING and SOMewALKING
ted computational behavior network. The power, elegance, AND RUNNING MACHINES.
and complexity of behavior-based systems all stem from the Variations and adaptations @ACHINE LEARNING, and in
ways their constituent behaviors are defined and used. particularREINFORCEMENTLEARNING, have been effectively
Consequently, the organizational methodology of behav-applied to behavior-based robots, which have demonstrated
ior-based systems differs from other control methods in itslearning to walk (Maes and Brooks 1990), navigate
approach to modularity, the way in which the system is orga-(Mataric 1992; Millan 1994), communicate (Yanco and
nized and subdivided into modules. Behavior-based philoso-Stein 1993), divide tasks (Parker 1993; Matd9®7),
phy mandates that the behaviors be relatively simple, addedehave socially (Matari@994), and even identify oppo-
to the system incrementally, and not executed in a serial fashnents and score goals in robot soccer (Asada et al. 1994).
ion. Subsets of behaviors are executed concurrently so thaMethods fromARTIFICIAL LIFE, EVOLUTIONARY COMPUTA-
the system can exploit parallelism, both in the speed of com-TION, GENETIC ALGORITHMS, FUZZY LOGIC, VISION AND
putation and in the resulting dynamics that arise within the LEARNING, MULTIAGENT SYSTEMS and many others con-
system itself (from the interaction among the behaviors) andtinue to be actively explored and applied to behavior-based
with the environment (from the interaction of the behaviors robots as their role in animal modeling and practical appli-
with the external world). Behaviors can be designed at a vari-cations continues to develop.
ety of abstraction levels. In general they are higher than the
robot's atomic actions (i.e., typically above “go-forward-by-a- —Maja J. Mataric
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and Kortenkamp, EdsJpurnal of Experimental and Theoreti- Man animals. Interest in nonhuman animals or even human

cal Artificial Intelligence, Special Issue on Software Architec- infants poses very real limits on our readiest means for

tures for Physical Agen®& (2—3): 1997. understanding the psychological phenomena of thinking
Nolfi, S., D. Floreano, O. Miglino, and F. Mondada. (1994). Now and feeling: namely,/NTROSPECTION what Edward B.

to evolve autonomous robots: different approaches in evolu- Titchener (1896) called the one distinctively psychological

tionary robotics. In R. Brooks and P. Maes, ERsoceedings,  method. Without verbal report, how can we ever claim to

Artificial Life IV, the Fourth International Workshop on the Syn-  have gained access to another organism's mental life?

thesis and Simulation of Living Systef@ambridge, MA: MIT  |ndeed, just because we ask other people to report to us their

Press, pp. 190-197. : . .
. - private thoughts and feelings, why should we be sanguine
Smithers, T. (1995). On quantitative performance measures Ofthat they are either willing or able to do s0?

robot behaviour. In L. Steels, Ed@he Biology and Technology

of Intelligent Autonomous Agenambridge, MA: MIT Press, ~Jennings took a decidedly cautious stance concerning the
pp. 107-133. private world of conscious thoughts and feelings. “The con-
Steels, L. (1994a). Emergent functionality of robot behavior Scious aspect of behavior is undoubtedly most interesting.
through on-line evolution. In R. Brooks and P. Maes, Eis-, But we are unable to deal directly with this by the methods
ceedings, Artificial Life IV, the Fourth International Workshop of observation and experiment. . . . Assertions regarding
on the Synthesis and Simulation of Living Syst@ambridge,  consciousness in animals, whether affirmative or negative,
MA: MIT Press, pp. 8-14. are not susceptible of verification” (1906: v). Contrary to

Steels, L. (1994b). The artificial life roots of artificial intelligence. the claims of their critics. most behaviorists. like Jennings
Artificial Life 1 (1). J ) ,

Williamson, M. (1996). Postural primitives: interactive behavior deny neither the existence nor the importancecok-
for a humanoid robot arm. In P. Maes, M. MétadicA. Meyer, sclousNessrather, they hold that private data cannot be the

J. Pollack, and S. Wilson, Ed®roceedings, From Animals to ~ Subject of public science. o o
Animats 4, Fourth International Conference on Simulation of ~ Having judged that the introspective investigation of con-
Adaptive BehaviolCambridge, MA: MIT Press, pp. 124-134.  sciousness is an unworkable methodology for objective sci-
ence, Jennings offered a new alternative to a science of
A mental life—a science of overt action. “Apart from their
Behaviorism relation to the problem of consciousness and its develop-
ment, the objective processes in behavior are of the highest
“Psychology is the Science of Mental Life, both of its phe- interest in themselves” (1906: v).
nomena and their conditions. The phenomena are such Jennings noted that behavior has historically been treated
things as we call feelings, desires, cognitions, reasoningsas the neglected stepsister of consciousness. The treatment
decisions, and the like” (1890: 1). So said Williaaves in of behavior as subsidiary to the problem of consciousness
his Principles of Psychologyperhaps the most important has tended to obscure the fact that in behavior we have the
and widely cited textbook in the history of psychology. most marked and perhaps the most easily studied of the
James believed that psychology would have finished its joborganic processes. Jennings observed that “in behavior we
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are dealing with actual objective processes (whether accomyears before Edward C. Tolman (1936) did so more promi-
panied by consciousness or not), and we need a knowledg@aently, Jennings urged the operationalization of psychologi-
of the laws controlling them, of the same sort as our knowl- cal terms and phenomena so as to make their study
edge of the laws of metabolism” (1906: v). Discovering completely objective and permit their exact experimental
general laws of behavior—in both human and nonhumaninvestigation—even in nonhuman animals and human
animals—with the methods of natural science is the aim of ainfants. (Clark L. Hull 1952, B. F. Skinner 1945, and Ken-

behavioristic psychology. neth W. Spence 1956 later developed behaviorism in very
Jennings’s consideration of nonhuman animal behaviordifferent ways to deal with ideation and thinking.)
(what we now calCOMPARATIVE PSYCHOLOGY) was a key Take, for example, one of James's favorite psychological

extension of psychological science, an extension that wasotions—ATTENTION. For Jennings, attention is not a con-
effectively precluded through introspective investigation but scious mental state. Rather, “at the basistténtion lies

was made possible by behavioristic study. This extensionobjectively the phenomenon that the organism may react to
was controversial because it had important implications for only one stimulus even though other stimuli are present
our understanding of human behavior. “From a discussionwhich would, if acting alone, likewise produce a response”
of the behavior of the lower organisms in objective terms, (1906: 330). The organism can then be said to attend to the
compared with a discussion of the behavior of man in sub-particular stimulus to which it responds. Or, take what to
jective terms, we get the impression of a complete disconti-many is the hallmark of mental life—choice DECISION

nuity between the two” (1906: 329). Jennings believed thatMAKING. For Jennings, choice is not a conscious mental
this dualistic view of human and nonhuman psychology process. Insteadchoiceis a term based objectively on the
offered centuries earlier lIjEsScARTESwas stale and incor-  fact that the organism accepts or reacts positively to some
rect; a fresh and proper answer to the question of whethethings, while it rejects or reacts negatively or not at all to
humans differed fundamentally from all other animals others” (1906: 330). In these and many other cases, Jen-
required examining their behavior from a common and nings explained that “we shall not attempt to take into con-
objective vantage point. “Only by comparing the objective sideration the scholastic definitions of the terms used, but
factors can we determine whether there is a continuity or ashall judge them merely from the objective phenomena on
gulf between the behavior of lower and higher organismswhich they are based” (1906: 329).

(including man), for it is only these factors that we know” What then are the limits of a behavioristic approach to

(1906: 329). psychological phenomena? This key question has not yet
Based on that objective evidence, Jennings agreed wittbeen answered, but it has been vigorously debated. Watson
CharlesbArRwIN and his theory afvoLuTION through natu- believed that the matter would eventually be decided by

ral selection that “there is no difference in kind, but a com- experimental study. “As our methods become better devel-
plete continuity between the behavior of lower and of higher oped it will be possible to undertake investigations of more
organisms [including human beings]” (1906: 335). Indeed, and more complex forms of behavior. Problems which are
many years of assiduous study convinced Jennings that, “ifnow laid aside will again become imperative, but they can
Amoeba were a large animal, so as to come within thebe viewed as they arise from a new angle and in more con-
everyday experience of human beings, its behavior would atcrete settings” (1913: 175).
once call forth the attribution to it of states of pleasure and A case study for looking at psychological issues from a
pain, of hunger, desire, and the like, on precisely the samenew angle and in a concrete setting is recent research into
basis as we attribute these things to the dog” (1906: 336),CATEGORIZATION and conceptualization by nonhuman ani-
however problematical for an objective psychology these mals. Building on powerful experimental methods pio-
anthropomorphic attributions efoTIVATION andEMOTION neered by Skinner (1938) and his student Richard J.
might be. Herrnstein (1990), my colleagues and | have trained pigeons
Jennings’s exhortation for us to limit our consideration of to categorize complex visual stimuli such as colored photo-
both human and nonhuman behavior to objective factorsgraphs and detailed line drawings into different classes,
underscores the key imperative of behaviorism. “The ideal of ranging from basic-levetoNcEPTS(like cats, flowers, cars,
most scientific men is to explain behavior in terms of matter and chairs), to superordinate concepts (like mammals, vege-
and energy, so that the introduction of psychic implications tables, vehicles, and furniture), to abstract concepts (like
is considered superfluous” (1906: 329). Mentalism was to same versus different). In all three cases, the pigeons not
play no part in this new psychological science of the twenti- only acquired the visual discriminations through reinforce-
eth century, although it is at the core of the current, but argu-ment learning, but they also generalized those discrimina-
ably (see Blumberg and Wasserman 1995) reactionarytions to completely novel stimuli (Wasserman 1995); such
school of nonhuman animal behavi@QGNITIVE ETHOL- generalization is the hallmark of conceptualization. Addi-
oGY, founded by the biologist Donald R. Griffin (1976). tional extensions of behavioristic methods and analyses
Critics of behaviorism nevertheless argue that excluding have been made to visusAGERY (Rilling and Neiworth
the realm of private experience from psychological science1987) and to the reporting of interoceptive stimuli induced
is misguided. Doesn’t a behavioristic account omit most if by the administration of drugs (Lubinski and Thompson
not all of the truly interesting and important aspects of psy- 1993). Here too, pigeons were taught with purely behavioral
chological functioning? No, said Jennings. What is advo- methods to engage in behaviors which, when performed by
cated is simply an objective analysis of psychological people, are conventionally considered to be the product of
processes. With remarkable sophistication and some thirtyconscious mental states and processes. Behaviorists, like
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Skinner, take a different tack and ask, Isn’t it more produc- Herrnstein, R. J. (1990). Levels of stimulus control: a functional

tive and parsimonious to attribute these behaviors to the approachCognition37: 133-166.

contingencies of reinforcement (which can be specified andHull, C. L. (1952) A Behavior SystenNew Haven, CT: Yale Uni-

experimentally manipulated) than to mental entities and __ Versity Press. o

psychic machinations (which cannot)? James,'W. (1890, 1955)he Principles of Psychologyol. 1. New
Some firmly resist this maneuver and emphatically say vork: Dover.

. . ~2 Jennings, H. S. (1906/197@ehavior of the Lower Organisms.
no. Empirical demonstrations such as these have done little Bloc?mington: I(ndiana Un?/ersity Press. g

to convert behaviorism's most trenchant critics, such asyypinski, D., and T. Thompson. (1993). Species and individual dif-

Noam Chomsky (1959). These individuals argue that behav-  ferences in communication based on private stBisavioral

iorism is formally unable to explain complex human behav-  and Brain Science$6: 627—680.

ior, especiallyLANGUAGE AND COMMUNICATION. Rilling, M. E., and J. J. Neiworth. (1987). Theoretical and method-
These critics note, for instance, that human verbal behav- ological considerations for the study of imagery in animals.

ior exhibits remarkable variability and temporal organiza- _ Learning and Motivatiori8: 57-79. ,

tion. They contend thatREATIVITY and grammar are Skinner, B. F. (1938)The Behavior of Organism&lew York:

properties of linguistic performance that are in principle Appleton-Century-Crofts.

LS . . Skinner, B. F. (1945). The operational analysis of psychological
beyond behavioristic explanation, and they instead argue terms.Psychological Review2: 270-277.

that th_ese properties of language uniquely implicate theSkinner, B. F. (1957)Verbal Behavior.New York: Appleton-

operation of creative mental structures and processes. In century-Crofts.

response, behaviorists note that all behaviors—from thespence, K. W. (1956Behavior Theory and ConditionindNew

simplest acts like button pressing to the most complex like  Haven, CT: Yale University Press.

reciting poetry—involve intricate and changing topogra- Terrace, H. S. (1993). The phylogeny and ontogeny of serial mem-

phies of performance. In fact, variability itself is a property ~ ory: list learning by pigeons and monkefsychological Sci-

of behavior that research (Eisenberger and Cameron 1996)r enced: 162-169. ,

has shown is modifiable through the systematic delivery of 'tCth’;;ri'”aEr; B. (1896)An Outline of PsychologyNew York:

L?Lnef?rcr%merr,:it anc}i SURASVTH:%T’ :c? muc: then‘:'alri?edwagngsmlman, E. C. (1936). Ope(ational be.haviorism anq current trends

_Properties ot be or like Trequency, amplituae, in psychology. Paper included in theroceedings of the

duration are conditioned .by -relnforcemen.t contingencies. Twenty—fifth Anniversary Celebration of the Inauguration of

As to the temporal organization of behavior, even nonhu-  Graduate Studies at the University of Southern California,

man animals like pigeons and monkeys have been taughtto 1936.Reprinted in E. C. Tolman, E®ghavior and Psycholog-

recognize and to produce structured sequences of stimuli ical Man: Essays in Motivation and LearninBerkeley: Uni-

and responses (Terrace 1993; Weisman et al. 1980). Such versity of California Press, 1961/1966.

complex performances were again the result of elementaryWasserman, E. A. (1995). The conceptual abilities of pigeons.

LEARNING processes brought about by famili@NbITION- American Scientis33: 246-255. o

ING techniques. Watson, J.. B. (19;3). Psychology as the behaviorist viewsyt.
More famously and directly, Skinner offered a behavior- ,, chological Review0: 158-177.

- L Weisman, R. G., E. A. Wasserman, P. W. D. Dodd, and M. B.
Sgﬁa%?g:)um of human language in his 1957 bakbal Larew. (1980). Representation and retention of two-event

. L. . sequences in pigeondournal of Experimental Psychology:
Many theorists therefore conclude that behaviorism is the  animal Behavior Processés 312—325.

strongest alternative to a mentalistic account of human and

nonhuman behavior. Far from being run out of business byFyrther Readings

the premature proclamations of their mentalistic critics, _ _ o
behaviorists have steadfastly proceeded with the task ofCook, R.G. (1993). The experimental analysis of cognition in ani-
experimentally analyzing many of the most complex and _ mals.Psychological Scienoé 174-178.

; ; ; ; Darwin, C. (1871/1920)The Descent of Man; And Selection in
vexing problems of behavior using the most effective and ) ;
current tools of natural science. rIjaerlla;tlon to Sex2nd ed. New York: D. Appleton and Com-

See alSOCONDITIONING AND THE BRAIN; ETHOLOGY; Griffin, D. R. (1992).Animal Minds.Chicago: University of Chi-

FUNCTIONALISM; LEARNING; NATIVISM, HISTORY OF cago Press.

Honig, W. K., and J. G. Fetterman, Eds. (19@)gnitive Aspects
—Edward Wasserman of Stimulus ControlHillsdale, NJ: Erlbaum.

Hull, C. L. (1943).Principles of BehaviorNew York: Appleton-
References Century-Crofts.

Hulse, S. H., H. Fowler, and W. K. Honig, Eds. (19Tgnitive

Blumberg, M. S., and E. A. Wasserman. (1995). Animal mind and  Processes in Animal Behavittillsdale, NJ: Erlbaum.
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Chomsky, N. (1959). Review of B. F. Skinne¥erbal Behavior. Cambridge University Press.

Language35: 26-58. Lashley, K. S. (1923). The behaviorist interpretation of conscious-
Eisenberger, R., and J. Cameron. (1996). Detrimental effects of ness, Il.Psychological Review0: 329—-353.
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Nisbett, R. E., and T. D. Wilson. (1977). Telling more than we can previous behavioral findings suggesting that second lan-

know: verbal reports on mental process&sychological guage learning is better in those who learn their second lan-
Reviews4: 231-259. _ guage early. Mclaughlin and Osterhout (1997) found that

Pavlpv,FI). P. (1927 Conditioned Reflexe®xford: Oxford Univer- college students learning French progressively improve
sity Press.

from chance to near-native performance on lexical decision

Rachlin, H. (1992). Teleological behaviorisAkmerican Psycholo- (i.e., deciding if a letter string is a word or not); however,

gist47: 1371-1382.

Richelle, M. N. (1993)B. F. Skinner: A ReappraisaHillsdale, electrophysiological indices revea}led sensitivity to French
NJ: Erlbaum. words after only a few weeks of instruction. An increased
Ristau, C. A., Ed. (1991 ognitive Ethology: The Minds of Other N400 (a waveform that indexes lexical-semantic process-
Animals.Hillsdale, NJ: Erlbaum. ing) for words preceded by semantically unrelated words
Roitblat, H. L., T. G. Bever, and H. S. Terrace, eds. (1984imal (coffee-dog) was found as the number of years of exposure
Cognition.Hillsdale, NJ: Erlbaum. to French increased, but it never approached the levels seen
Skinner, B. F. (1976bout BehaviorismNew York: Vintage. in native French speakers. Weber-Fox and Neville (1996)

Ski“”ﬁr' B. F. (1977). Why | am not a cognitive psychologist. have found differences in the N40O to semantic violations,
Behaviorismb: 1-10. but only for those who learned a second language after the

Sober, E. (1983). Mentalism and behaviorism in comparative psy- : . . .
chology. In D. W. Rajecki, EdComparing Behavior: Studying age of eleven. Changes in ERPs to grammatical violations,

Man Studying Animalgilisdale, NJ: Erlbaum, pp. 113-142. however, appeared even for those who learned their second
Spear, N. E., J. S. Miller, and J. A. Jagielo. (1990). Animal mem- language before the age of four. Perani et al. (1996), using
ory and learningAnnual Review of Psycholody: 169-211. POSITRONEMISSION TOMOGRAPHY (a measure of localized
Wasserman, E. A. (1993). Comparative cognition: beginning the brain activity), have found that listening to passages in a
second century of the study of animal intelligerReychologi- first language results in an activation of areas that is not
cal Bulletin113: 211-228. apparent in the second language for late second language

Wasserman, E. A. (1997). Animal Cognitioni_ past, present and |earners (e.g., increased activation in the left and right tem-
f“t“re"]c"gg_al ;; E);perlmental Psychology: Animal Behavior  hra| pole, the left inferior frontal gyrus, and the left inferior
Processeg3: 123-135. parietal lobe). Thus age of acquisition has an effect on elec-

Wasserman, E. A., and R. R. Miller. (1997). What's elementary . / - L
about associative learning@hnual Review of Psychologg: trophysiological measures of brain activity as well as on the

573-607. neuroanatomical areas that are involved in second language
Weiskrantz, L., Ed. (1985pnimal IntelligenceNew York: Oxford processing. o
University Press. Does a bilingual speaker represent each language in dif-
Zuriff, G. E. (1985).Behaviorism: A Conceptual Reconstruction. ferent areas of the brainResearchers have long wondered
New York: Columbia University Press. whether cognitive functions are processed by separate areas
of the brain §eeCORTICAL LOCALIZATION, HISTORY OF). A
Belief Networks similar question has been asked with respect to the cortical

localization of the two languages in bilingual speakers. One
way to answer this question is to look at the effects of brain

SEeeBAYESIAN NETWORKS PROBABILISTIC REASONING lesions on the processing of a bilingual's two languages.
Brain lesions that affect one language and not the other

qF ; ; would lead to the conclusion that languages are represented
Blllnguallsm and the Brain in different areas of the brain. Indeed, there is evidence of

different degrees of recovery in each language after a stroke

In recent years, there has been growing interest in the cogni{Junque, Vendrell and Vendrell 1995; Paradis 1977).
tive neuroscience of bilingualism. The two central questions Extreme cases have shown postoperative impairment in one
in this literature have been: (1) Does a bilingual speaker rep{anguage with spontaneous recovery after eight months
resent each language in different areas of the brain? (2)Paradis and Goldblum 1989). A more recent case has been
What effect does age of second language acquisition haveised to suggest that there is a clear neuroanatomical dissoci-
on brain representation? These questions have been considtion between the languages (Gomez-Tortosa et al. 1995).
ered by using electrophysiological and functional neuro- Others, however, suggest that there are a number of other
imaging measures as well as by looking at bilinguals who explanations for these data (see Paradis 1996 and Hines
suffer strokes affecting the areas responsible for languagel996 for further discussion).
processing in the brain. We will begin by considering the  The notion that bilinguals’ two languages are represented
effects of age of acquisition before considering the localiza-in overlapping brain areas has also been supported with
tion of the first and second language in the brain. other methodologies. Ojemann and Whitaker (1978) found

What effects does age of second language acquisitionthat electrical stimulation of certain areas in the cortex inter-
have on brain representatiorResearchers in cognitive sci- rupted naming in both languages, whereas stimulation of
ence have considered whether there is a critical period forother areas interrupted naming in only one language. More
learning a languagesée alSOLANGUAGE ACQUISITION). recent work using measures that look at activation as a mea-
This topic is also of interest to those learning a second lan-sure of blood flow have come to similar conclusions. Klein
guage. Specifically, investigators have inquired about theet al. (1994), using PET, found that naming pictures in a
differences between early and late second language learnersecond language vs. naming pictures in a first language
Recent work using event-related potentials (ERP) supportsresulted in activation in the putamen, a subcortical area that
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has been associated with phonological processing. OtheReferences
studies have found that bilinguals show activity in left fron- _ »
tal areas of the brain for semantic and phonological analyse$>omez-Tortosa, E., E. Martin, M. Gaviria, F. Charbel, and J. Aus-
of words in both their languages (Klein et al. 1995; Wagner =~ Man- (1995). Selective deficit of one language in a bilingual
et al. 1996). Taken together these findings suggest that Egﬁgﬂ%ﬂ%\’.\/?gos_%rggry In the left perisylvian ar&aain and
whgreas naming in L2 involves activation in areas that areHermandez, A. E., A. Martinez, E. C. Wong, L. A. Frank, and R. B.
not involved in L1, lexical and semantic judgments of words  Buxton. (1997). Neuroanatomical correlates of single- and
activate mostly overlapping areas of the brain. Although  dual-language picture naming in Spanish-English bilinguals.
there are some dissociations when surface tasks such as Poster presented at the fourth annual meeting of the Cognitive
naming are used, these dissociations disappear when seman- Neuroscience Society, Boston, MA.
tic tasks are used. Hines, T. M. (1996). Failure to demonstrate selective deficit in the
Having two linguistic systems that overlap presents an gati_\/e |ag£|1_uage fo”étszgssirggery in the left perisylvian area.
interesting challenge for theories of bilingual language pro- _ °rain and Language4. 166-169. . .
cessing. %these t\?vo languages are Iocgted ongoveglagpind“nq”et C., P. Vendrell, and J. Vendrell. (1995). Differential
tissue, how do bilinguals manage to keep these languages gﬂi‘:‘a'[g'egmh;s?g Zﬁﬁg{f ﬁ]hﬁﬁnogfggi;n;g gca:tsaloé}n&ﬁﬁ?mh
from constantly interfering with each other? A recent study guaIgAphagianfOF;d: Perg.amon.. PP
by Hernandez et al. (1997) was designed to look at this issugiein, D., B. Milner, R. J. Zatorre, E. Meyer, and A. C. Evans.
using functionalMAGNETIC RESONANCE IMAGING (fMRI) (1995). The neural substrates underlying word generation: a
for Spanish—English bilinguals. Participants were asked to  bilingual functional-imaging studroceedings of the National
name a picture in their first language, second language, or to Academy of Sciences of the United States of Am@2ic2899—
alternate between each language on successive trials. 2903.
Results revealed slower reaction times and an increase in thElein, D., R. J. Zatorre, B. Milner, E. Meyer, and A. C Evans.
number of cross-language errors in the alternating condition ~ (1994). Left putanimal activation when speaking a second lan-
relative to the single-language condition (Kohnert-Rice and Koﬁﬁgr%;ii‘é'dincgnféom PEmﬁg:ﬂfnpdoétZS' (2F209rt5h_0202ns1)i7n. ). Lexical
H.emandez forthcoming). In the fMRl study, .the'te was no retrieval ar’1d i.nterfereﬁce.in Spanish—Eninsh biIingl?ais.
difference when comparing activation for naming in the first o) aughlin, J., and L. Osterhout. (1997). Event-related potentials
and second language. However, activation in the prefrontal reflect lexical acquisition in second ianguage learners. Poster
cortex increased significantly when par_t|C|pants were asked presented at the fourth annual meeting of the Cognitive Neuro-
to alternate between languages. Thus it appears that the left science Society, Boston, MA.
prefrontal cortex may also act to reduce the amount of inter-Ojemann, G. A., and A. A. Whitaker. (1978). The bilingual brain.
ference between languages (as indexed by slower reaction Archives of Neurolog@5: 409-412.
times and increased Cross_'anguage erEHe;alSONORK' Paradis, M. (1977) Blllnguallsm and aph_asia: |n H. Whitaker and
ING MEMORY, NEURAL BASIS OF). H. A Whltake_r, Eds.Studies in Neurolinguisticsol. 3. New
Languages can be represented across syntactic, phonq5aY°rk' Academic Press, pp. 65-121.

- . . - radis, M. (1996). Selective deficit in one language is not a dem-
logical, orthographic, semantic, pragmatic, @mSCOURSE onstration of different anatomical representation: comments on

dimensions. These distinctions can vary depengjlng on the  Gomez-Tortosa et al. (199%Brain and Languagé4: 170-173.

two languages. For example, Chinese and English are veryparadis, M., and M. C. Goldblum. (1989). Selected crossed aphasia
different orthographically and phonologically. However, in a trilingual aphasic patient followed by reciprocal antago-
some aspects dfyNTAX are very similar (e.g., the lack of nism.Brain and Languag86: 62—75.

morphological markers and the use of word order to indicatePerani, D., S. Dehaene, F. Grassi, L. Cohen, S. Cappa, E. Dupoux,
the agent of a sentence). Contrast this with Spanish and F. Fazio, and J. Mehler. (1996). Brain processing of native and
English, which are more similar orthographically but are Wagr:girgg|6|13ngljaﬁﬁileJurgeSg;tZ;oZr]?%—?r?e-e & H. Glover and
very different in syntax in that the former uses a very large P D LTSS, o B AN = >
nur¥1ber of morphglogical markers. Despite the progrgss t%at J. D. E. Gabrieli. (1996). A functional MRI study of semantic
has been made in addressing the relationship between biling processing in bilingualieurolmage3: S465. .

. . . . Webber-Fox, C., and H. J. Neville. (1996). Maturational con-
gualism and brain representation, and although strides have gy aints on functional specializations for language processing:
been made in thesycHOLINGUISTICsand cognitive neuro- ERP and behavioral evidence in bilingual speakarnal of
science of bilingualism, much work remains to be done.  Cognitive Neurosciendg 231-256.

This research will necessarily involve behavior and the
brain. Clearly the issue of bilingual brain bases involves Further Readings
both a rich multidimensional information space as well as a

rich cerebral space. Understanding how the former mapsParadis, M. (1995)Aspects of Bilingual Aphasi®xford: Perga-
onto the latter is a question that should keep researchers mon.

occupied into the next century and beyond.

See alsSOELECTROPHYSIOLOGY ELECTRIC AND MAG-
NETIC EVOKED FIELDS; GRAMMAR, NEURAL BASIS OF,
INNATENESS OF LANGUAGE; LANGUAGE, NEURAL BASIS OF,
NEURAL PLASTICITY; NATURAL LANGUAGE PROCESSING Neuronal systems have to solve immensely complex combi-

natorial problems and require efficient binding mechanisms
—Arturo E. Hernandez and Elizabeth Bates in order to generate representations of perceptual objects
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and movements. In the context of cognitive functions, com- chrony. All three mechanisms enhance the relative impact of
binatorial problems arise from the fact that perceptual the grouped responses at the next higher processing level.
objects are defined by a unique constellation of features, theSelecting responses by modulating discharge rates is com-
diversity of possible constellations being virtually unlimited mon in labeled line coding where a particular cell always
(cf. BINDING PROBLEM). Combinatorial problems of similar  signals the same content. However, this strategy may not
magnitude have to be solved for the acquisition and execu-always be suited for the distinction of assemblies because it
tion of motor acts. Although the elementary components of introduces ambiguities, reduces processing speed, and
motor acts, the movements of individual muscle fibers, arecauses superposition problems (von der Malsburg 1981;
limited in number, the spatial and temporal diversity of Singer et al. 1997). Ambiguities could arise because dis-
movements that can be composed by combining the elemeneharge rates of feature-selective cells vary over a wide range
tary components in ever-changing constellations is againas a function of the match between stimulus and receptive
virtually infinite. In order to establish neuronal representa- field properties; these modulations of response amplitude
tions of perceptual objects and movements, the manifoldwould not be distinguishable from those signalling the relat-
relations among elementary sensory features and movementédness of responses. Processing speed would be reduced
components have to be encoded in neural responses. Thisecause rate coded assemblies need to be maintained for
requires binding mechanisms that can cope efficiently with some time in order to be distinguishable. Finally, superposi-
combinatorial complexity. Brains have acquired an extraor- tion problems arise, because rate coded assemblies cannot
dinary competence to solve such combinatorial problems,overlap in time within the same processing stage. If they did,
and it appears that this competence is a result of the evoluit would be impossible to distinguish which of the enhanced
tion of theCEREBRAL CORTEX responses belong to which assembly. Simultaneous mainte-
In the primary visual cortex of mammals, relations among nance of different assemblies over perceptual time scales is
the responses of retinal ganglion cells are evaluated and repequired, however, to represent composite objects.
resented by having the output of selected arrays of ganglion Both the ambiguities and the temporal constraints can be
cells converge in diverse combinations onto individual corti- overcome if the selection and labeling of responses is
cal neurons. Distributed signals are bound together by selecachieved through synchronization of individual discharges
tive convergence of feed forward connections (Hubel and(Gray et al. 1989; Singer and Gray 1995). Synchronicity can
Wiesel 1962). This strategy is iterated in prestriate cortical be adjusted independently of rates, and so the signature of
areas in order to generate neurons that detect and represerelatedness, if expressed through synchronization, is inde-
more complex constellations of features including whole pendent of rate fluctuations. Moreover, synchronization
perceptual objects. enhances only the salience of those discharges that are pre-
However, this strategy of binding features together by cisely synchronized and generate coincident synaptic poten-
recombining input connections in ever-changing variationstials in target cells at the subsequent processing stage.
and representing relations explicitly by responses of special-Hence the selected event is the individual spike or a brief
ized cells results in a combinatorial explosion of the numberburst of spikes. Thus, the rate at which different assemblies
of required binding units. It has been proposed, therefore,can follow one another within the same neuronal network
that the cerebral cortex uses a second, complementary stratvithout getting confounded is much higher than with rate
egy, commonly called assembly coding, that permits utiliza- coding. It is only limited by the duration of the interval over
tion of the same set of neurons for the representation ofwhich synaptic potentials summate effectively. If this inter-
different relations (Hebb 1949). Here, a particular constella- val is in the range of 10 or 20 ms, several different assem-
tion of features is represented by the joint and coordinatedblies can alternate within preceptually relevant time
activity of a dynamically associated ensemble of cells, eachwindows.
of which represents explicitly only one of the more elemen-  If synchronization serves as a selection and binding
tary features that characterize a particular perceptual objectmechanism, neurons must be sensitive to coincident input.
Different objects can then be represented by recombiningMoreover, synchronization must occur rapidly and show a
neurons tuned to more elementary features in various con+elation to perceptual phenomena.
stellations (assemblies). For assembly coding, two con- Although the issue afoincidence detectiois still contro-
straints need to be met. First, a selection mechanism isversial (Kénig, Engel, and Singer 1996; Shadlen and News-
required that permits dynamic, context dependent associaome 1994), evidence is increasing that neurons can evaluate
tion of neurons into distinct, functionally coherent assem- temporal relations with precision among incoming activity
blies. Second, grouped responses must get labeled so th&see e.g., Carr 1993). That cortical networks can handle tem-
they can be distinguished by subsequent processing stages a®rally structured activity with high precision and low disper-
components of one coherent representation and do not gegion follows from the abundant evidence on the oscillatory
confounded with other unrelated responses. Taggingpatterning and precise synchronization of neuronal responses
responses as related is equivalent with raising their saliencen the y-frequency range (Singer and Gray 1995; Konig,
jointly and selectively, because this assures that they are proEngel, and Singer 1996). Synchronization at such high fre-
cessed and evaluated together at the subsequent processiagencies is only possible if integration time constants are
stage. This can be achieved in three ways. First, nongroupeghort. Precise synchronization over large distances is usually
responses can be inhibited; second, the amplitude of theassociated with an oscillatory patterning of responses in the
selected responses can be enhanced; and third, the select@d and y-frequency range, suggesting a causal relation
cells can be made to discharge in precise temporal syn{Koénig, Engel, and Singer 1995). This oscillatory patterning
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is associated with strong inhibitory interactions (Traub et al. from the amblyopic eye, and by impairing binding, it could
1996), raising the possibility that the oscillations contribute to reduce visual acuity and cause crowding.
the shortening of integration time constants. Another close correlation between response synchroniza-
Simulations with spiking neurons reveal that networks of tion and perception has been found in experiments on binoc-
appropriately coupled units can undergo very rapid transi-ular rivalry (Fries et al. 1997a). A highly significant
tions from uncorrelated to synchronized states (Deppisch etcorrelation exists between changes in the strength of
al. 1993; Gerstner 1996). Rapid transitions from indepen-response synchronization in primary visual cortex and the
dent to synchronized firing are also observed in natural net-outcome of rivalry. Cells mediating responses of the eye that
works. In visual centers, it is not uncommon that neuronswon in interocular competition increased the synchronicity
engage in synchronous activity, often with additional oscil- of their responses upon presentation of the rival stimulus to
latory patterning, at the very same time they increase theirthe other, losing eye, while the reverse was true for cells
discharge rate in response to the light stimulus (Neuen-driven by the eye that became suppressed.
schwander and Singer 1996; Gray et al. 1992). One mecha- These results support the hypothesis that precise tempo-
nism is coordinated spontaneous activity that acts like aral relations between the discharges of spatially distributed
dynamic filter and causes a virtually instantaneous synchro-neurons matter in cortical processing and that synchroniza-
nization of the very first discharges of responses Fries et altion may be exploited to jointly raise the salience of the
1997b). The spatio-temporal patterns of these spontaneousesponses selected for further processing, that is, for the
fluctuations of excitability reflect the architecture and the dynamic binding of distributed responses into coherent
actual functional state of intracortical association connec-assemblies.
tions. Thus, grouping by synchronization can be extremely The example of rivalry also illustrates how synchroniza-
fast and still occur as a function of both the prewired associ-tion and rate modulation depend on each other. The signals
ational dispositions and the current functional state of thefrom the suppressed eye failed to induce trackigmovE-
cortical network. MENTS, indicating that the vigorous but poorly synchronized
Evidence indicates that the probability and strength of responses in primary visual areas eventually failed to drive
response synchronization reflects elementary Gestalt criterithe neurons responsible for the execution of eye movements.
such as continuity, proximity, similarity in the orientation Thus, changes of synchronicity result in changes of response
domain, colinearity, and common fate (Gray et al. 1989; amplitudes at subsequent processing stages. This convertibil-
Engel, Konig, and Singer 1991; Engel et al. 1991; Freiwald, ity provides the option to use both coding strategies in paral-
Kreiter, and Singer 1995; Kreiter and Singer 1996). Most lel in order to encode complementary information.
importantly, the magnitude of synchronization exceeds that See alS®IGH-LEVEL VISION; MID-LEVEL VISION; OCULO-
expected from stimulus-induced rate covariations of MOTOR CONTROL
responses, indicating that it results from internal coordina- _
tion of spike timing. Moreover, synchronization probability —Wolf Singer
does not simply reflect anatomical connectivity but changes
in a context-dependent way (Gray et al. 1989; Engel, Konig, References
and Singer 1991; Freiwald, Kreiter, and Singer 1995; Kreiter ¢, ¢ g, (1993). Processing of temporal information in the brain.
and Singer 1996), indicating that it is the result of a dynamic  aAnnu. Rev. Neuroscif: 223-243.
and context-dependent selection and grouping process. Mosbeppisch, J., H.-U. Bauer, T. B. Schillen, P. Kénig, K.
of the early experiments on response synchronization have Pawelzik, and T. Geisel. (1993). Alternating oscillatory and
been performed in anesthetized animals, but more recent evi- stochastic states in a network of spiking neurdletwork4:
dence from cats and monkeys indicates that highly precise, 243-257.
internally generated synchrony occurs also in the awakeEngel, A. K., P. Kénig, and W. Singer. (1991). Direct physiological
brain, exhibits similar sensitivity to context (Kreiter and ~ €vidence for scene segmentation by temporal codmoc.
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Singer 1996; Fries et al. 1997a; Gray and Viana Di Prisco Engel, A. K., A, K. Kreiter, P. Konig, and W. Singer. (1991). Syn-
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Binding Problem evidence for this type of binding in biological nervous sys-
tems (see Konig and Engel 1995). A more important limita-
tion of dynamic binding is that it is impractical as a basis for
Binding is the problem of representing conjunctions of binding in long-termMEMORY. For example, we may
properties. It is a very general problem that applies to allremember where we parked our car last Tuesday, but it is
types ofk NOWLEDGE REPRESENTATION from the most basic  unlikely that the neurons representing our car have been fir-
perceptual representations to the most complex cognitiveing in synchrony with those representing our parking space
representations. For example, to visually detect a verticalcontinuously since then. (The memory might be coded by,
red line among vertical blue lines and diagonal red lines, say, synaptic links between those neurons, and those links
one must visually bind each line's color to its orientation may have been created at the time we parked the car, but
(see Treisman and Gelade 1980). Similarly, to understandsuch links do not constitute dynamic bindings in the sense
the statement, “John believes that Mary's anger toward Billdiscussed here; see Holyoak and Hummel forthcoming.) A
stems from Bill's failure to keep their appointment,” one third limitation of dynamic binding is that it requires more
must bindJohnto the agent role dfelievesand the struc-  ATTENTION andwWORKING MEMORY than static binding (see
ture Bill's failure to keep their appointmemd the patient Hummel and Holyoak 1997; Stankiewicz, Hummel and
role of stems from(seeTHEMATIC ROLES). Binding lies at Cooper 1998; Treisman and Gelade 1980; Treisman and
the heart of the capacity for symbolic representation (cf. Schmidt 1982). Although there is no theoretical limit on the
Fodor and Pylyshyn 1988; Hummel and Holyoak 1997). number of conjunctive units (i.e., static bindings) that may
A binding may be eithestatic or dynamic.A static bind- be active at a given time, there are likely to be strong limits
ing is a representational unit (such as a symbol or a node iron the number of distinct tags available for dynamic bind-
a neural network) that stands for a specific conjunction of ing. In the case of synchrony, for example, only a finite
properties. For example, a neuron that responds to verticahumber of groups of neurons can be active and mutually out
red lines at location X, y in the visual field represents a staticof synchrony with one another. Attention may serve, in part,
binding of vertical, red,andlocation x, y Variants of this to control the allocation of this finite dynamic binding
approach have been proposed in which bindings are codedesource (see Hummel and Stankiewicz 1996).
as patterns of activation distributed over sets of units (rather To the extent that a process exploits dynamic binding, it
than the activity of a single unit; e.g., Smolensky 1990). will profit from the isomorphism between its representa-
Although this approach to binding appears very different tions and the represented structures, but it will be demand-
from the localist (one-unit-one-binding) approach, the two ing of processing resources (attention and working
are equivalent in all important respects. In both cases, bind-memory); to the extent that it binds properties statically, it
ing is carried in the units themselves, so different bindings will be free to operate in parallel with other processes (i.e.,
of the same properties are represented by separate units. Indemanding few resources), but the resulting representations
static binding, the capacity to represent how elements arewill not be isomorphic with the represented structures.
bound together trades off against the capacity to represenThese properties of static and dynamic binding have impor-
the elements themselves (see Holyoak and Hummel forth-tant implications for human perception and cognition. For
coming). In an extreme case, the units coding, say, red diagexample, these (and other) considerations led Hummel and
onal lines may not overlap at all with those representing redStankiewicz (1996) to predict that attended object images
vertical lines. will visually prime both themselves and their left-right
Dynamic binding represents conjunctions of properties reflections, whereas ignored images will prime themselves
as bhindings of units in the representation. That is, represenbut not their reflections. In brief, the reason is that dynamic
tational units ardaggedwith regard to whether they are binding (of features into object parts and object parts to spa-
bound together or not. For example, let red be representedial relations) is necessary to generate a left-right invariant
by unitR, vertical byV, and diagonal by, and let us denote  structural description from an object's image (Hummel and
a binding with the tag “+.” A red diagonal would be repre- Biederman 1992), and attention is necessary for dynamic
sented aR + D and a red vertical & + V. Dynamic bind- binding (Treisman and Gelade 1980); attention should
ing permits a given unit (her®) to participate in multiple  therefore be necessary for left-right invariant structural
bindings, and as a result (unlike static binding), it permits a description. Stankiewicz, Hummel, and Cooper (1998)
representation to be isomorphic with the structure it repre-tested this prediction and the results were exactly as pre-
sents (see Holyoak and Hummel forthcoming). dicted. Apparently, the human visual system uses both static
Dynamic binding permits greater representational flexi- and dynamic codes for binding in the representation of
bility than static binding, but it also has a number of proper- object shape, and these separate codes manifest themselves,
ties that limit its usefulness. First, it is not obvious how to among other ways, as differing patterns of priming for
do dynamic binding in a neural (or connectionist) network. attended and ignored object images. Similar tradeoffs
The most popular proposed binding tag is based on tempobetween the strengths of static and dynamic binding are also
ral synchrony: if two units are bound, then they fire in syn- apparent in aspects of human memory and thinking (cf.
chrony with one another; otherwise they fire out of Hummel and Holyoak 1997).
synchrony (cf. Gray and Singer 1989; Hummel and Bieder- See alSOBINDING BY NEURAL SYNCHRONY; BINDING
man 1992; Hummel and Holyoak 1997; Milner 1974; Shas- THEORY; CONNECTIONISM, PHILOSOPHICALISSUES
tri and Ajjanagadde 1993; von der Malsburg 1981).
Although controversial (see Tovee and Rolls 1992), there is— John Hummel
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Binding theory is the branch of linguistic theory that In the early implementations of binding theory (Chomsky
explains the behavior of sentence-internal anaphora, whichl981), this was captured by defining NP-traces as anaphors.
is labeled “bound anaphora” (seRAPHORA). To illustrate Thus, the restrictions on NP-movement were believed to fol-
the problem, the sentences in (1) each contain an anaphoritow from the binding conditions. Skipping the technical defi-
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nition of a local domain, these are given in (8), where (7) Lucig believes that we should elect herself

“bound” means coindexed with a C-Commanding NP. (10) Lucig believes that we should elect Max and heyself

(8) Binding conditions . Anaphors that are not part of a chain are commonly
Condition A: An anaphor must be bound in its local labeled “logophoric,” and the question when they are pre-
domam. . ferred over pronouns is dependent mBCOURSE—rather
Condition B: A pronoun must be free in its local than syntax—conditions (Pollard and Sag 1992; Reinhart
domain. and Reuland 1993).

(5¢) and (6d) violate condition B. (7a, b) and (1c) violate There is, however, an aspect of bound local anaphora that

condition A. The others violate neither, hence are permitted.S Not covered by (8) or (9). Regarding case, SEsmd
Later developments iBYNTAX enabled a fuller under- anaphors are alike. Nevertheless, while both can occur in

standing of what this generalization follows from. A crucial (6¢); repeated in (11), SE is excluded in (12), which does
difference between WH-traces and NP-traces is that NP-NOt follow from (9). The difference is that in (12) a reflexive

traces cannot carry case. The conditions in (8) alone Cannopredicatet is I;ortmEd’ 1b1ectar11use thehana.ph?r: Maxigre tCO'f th
explain why this should be so; what is required is an exami-2rguments. But in (11) the anaphor is € subject of the
nation of the concept “argument&n argument of some embedded predicate. The same contrast is found in many
predicative head P is any constituent realizing a grammati- languages.

cal function of P (thematic role, case, or grammatical sub- (11) Max hoorde [zichizichzelf zingen] (Dutch)

ject). However, arguments can be more complex objects i

than just a single NP. In the passive sentence (5a), there i12) & Maxhoorde zich _

in fact, just one argument, with two links. Arguments, then, - Max hoorde zichzejf (Max heard himself.)

need to be defined as chains: roughly, A(rgument)-chain Reinhart and Reuland argue that, universally, the process

is a sequence of (one or more) coindexed links satisfying Cf reflexivization requires morphological licensing. Thus,
Command, in a local domafiskipping, again, the definition  5nother principle is active here:

of the local domain, which requires that there are no “barri-
ers” between any of the links). (13) Reflexivity Condition

If A-chains count as just one syntactic argument, they A reflexive predicate must be reflexive-marked.
cannot contain two fully independent links. Specifically,

coindexation that forms ak-chain must satisfy (9). A predicate can be reflexive-marked either on the argu-

ment, with aseLF anaphor, or on the predicate. (In the dra-

(9) The A-chain condition vidian language Kannada, the reflexive morphdmkis
An A-chain must contain exactly one link that carries ~ used on the verb.) Becausieh is not a reflexive-marker,
structural case (at the head of the chain). (12a) violates (13).

See alSONDEXICALS AND DEMONSTRATIVES GENERA-

Condition (9) is clearly satisfied in (5a) and (6a), where TIVE GRAMMAR; QUANTIFIERS, SEMANTICS, SYNTAX—
the trace gets no case. Turning to anaphoric expressionssEMANTICS INTERFACE
Reinhart and Reuland (1993) argue that while pronouns are .
fully Case-marked arguments, anaphors, like NP-traces, are—Tanya Reinhart
Case-defective. Consequently, it turns out that the binding
conditions in (8) are just entailments of (9) (Fox 1993; Rein- References
hart and Reuland 1993). If a pronoun is bound in the local Chomsky, N. (1973). Conditions on transformations. In S. Ander-
domain, as in (5c) and (6d), &xchain is formed. But since son and P. Kiparsky, Ed#, Festschrift for Morris HalleNew
the chain contains two Case-marked links, (9) rules this out, York: Holt, Reinhart and Winston, pp. 232-286.
as did conditiorB of (8). In all the other examples in (5) and Chomsky, N. (1981)Lectures on Government and Bindiripor-
(6), the A-chains satisfy (9), because they are tailed by a _drecht: Foris. _ o o _
caseless link (NP-trace or anaphor). If an anaphor is notFoX, D. (1993). Chain and binding—a modification of Reinhart

. A : . and Reuland’s ‘Reflexivity. Ms., MIT, Cambridge, MA.
bound in the local domain, it forms @achain of its own. Pollard, C., and I. Sag. (1992). Anaphors in English and the scope

For.exar.‘nple, in (7al.ucie andherselfare two distincé- of the binding theontinguistic Inquiry23: 261-305.
chains (i.e., two arguments, rather than one). The seconqeinhart, T. (1976)The Syntactic Domain of Anaphorgh.D.

violates (9), because it does not contain even one case. diss., MIT, Cambridge, MA. Distributed by MIT Working
Hence, (9) filters out the derivation, as did conditioiof Papers in Linguistics.

(8). ConditionA, then, is just a reflex of the requirement that Reinhart, T., and E. Reuland. (1993). Reflexivityinguistic
arguments carry case, while conditiBnis the requirement Inquiry 24: 657-720.

that they do not carry more than one case, both currently )
stated in (9). Further Readings

Recall that only arguments are required to have case. Sgayss, A. (1986)Chains and Anaphoric Dependené. D. diss.,
(9) does not prevent an anaphor from occurring unbound in - MIT, Cambridge, MA.

a nonargument position. For example, the only difference Chomsky, N. (1986)Barriers. Cambridge, MA: MIT Press.
between (7) and (10) is that the anaphor in (10) is embeddedhomsky, N. (1986)Knowledge of Language: Its Nature, Origin,
in an argument, but is not an argument itself. and UseNew York: Praeger.
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Everaert, M. (1991)The Syntax of ReflexivizatioRordrecht: the point where one wonders how to explain that the sub-
Foris jects are blind.

Hellan, L. (1988).Anaphora in Norwegian and the Theory of These puzzling residual functions that have increasingly
Grammar.Dordrecht: Foris. attracted attention from philosophers (e.g., Nelkin 1996; see

Jayasseelan, K. A. (1996). Anaphors as prondbnalia Linguis-
tica 50: 207-255.

Koster, J., and E. Reuland, Eds. (199Dng-Distance Anaphora.
Cambridge: Cambridge University Press.

consciousness) include neuroendocrine and reflexive
responses that can even be demonstrated in unconscious
(comatose) patients. In contrast, the nonreflexive responses

Lasnik, H. (1989)Essays on Anaphor®ordrecht: Kluwer. that are the hallmark of blindsight are only found in con-

Manzini, R., and K. Wexler. (1987). Parameters, binding theory SCious patients with cortical visual field defects. They have
and learnabilityLinguistic Inquiry18: 413—444. been uncovered with two types of approach that circumvent

Sigurjonsdottir, S., and N. Hyams. (1992). Reflexivization and the blindness the patients experience. The first approach
logophoricity: evidence from the acquisition of Icelandian- requires the patient to respond to a stimulus presented in the
guage Acquisitior (4): 359-413. normal visual field, for instance by pressing a response key

Williams, E. (1987). Implicit arguments, the binding theory and g py describing the stimulus. In part of the trials, unknown
control. Natural Language and Linguistic Thedy151-180. 1 e patient, the blind field is additionally stimulated. If
the additional stimulus significantly alters the reaction time
BIindsight to the seen stimulus (Marzi et aI._ 1986), or if it alters iys
appearance, for instance by inducing perceptual completion
(Torjussen 1976), implicit processing of the unseen stimulus
In 1905, the Swiss neurologist L. Bard demonstrated resid-has been demonstrated. The second type of approach
ual visual functions, in particular an ability to locate a requires the patients to respond directly to stimulation of the
source of light, in cortically blind patients. The phenome- blind field. Commonly, forced-choice guessing paradigms
non was termed blindsight by Weiskrantz and colleaguesare used, and the patients are asked to guess where a stimu-
(1974) and has been extensively studied both in humanlus has been presented, whether one has been presented, or
patients and in monkeys with lesions of the primary visual which one of a small number of possible stimuli has been
cortex (V1, striate cortex). The cortical blindness that presented. Saccadic and manual localization, detection, and
results from the visual cortex’s destruction or deafferenta- discrimination of stimuli differing in dimensions ranging
tion is complete if the lesion destroys V1 in both hemi- from speed and direction of motion to contrast, size, flux,
spheres. The more common partial blindness (a field defect)spatial frequency, orientation, disparity, and wavelength
always affects the contralesional visual hemifield. Its extenthave been demonstrated in this fashion (see Stoerig and
(“quadrantanopia,” “hemianopia”), position (“to the left”), Cowey 1997 for review). Whether a patient’s performance is
and density (“relative,” “absolute”) is perimetrically at chance level, moderately significant, or close to perfect
assessed. Density refers to the degree to which conscioudepends on many variables. Among others they include (a)
vision is lost: in a relative defect, conscious vision is the stimulus properties: changes in on- and off-set charac-
reduced and qualitatively altered; often, only fast-moving, teristics, size, wavelength, adaptation level, and speed can
high-contrast stimuli are seen (Riddoch 1917). In an abso-all cause significant changes in performance (Barbur, Har-
lute defect, no conscious vision remains. low, and Weiskrantz 1994); (b) the stimulus position: when
Cortical blindness differs from blindness caused by com- the stimulus is stabilized using an eye-tracking device, at
plete destruction of the eye, the retina, or the optic nerve:least in some patients stimuli are detectable at some posi-
the latter lesions destroy the visual input into the brain, tions and not at others (Fendrich, Wessinger, and Gazzaniga
while destruction of the striate cortex spares the retinofugal1992); (c) the response: a spontaneous grasping response
pathways that do not project (exclusively or at all) to this may yield better discriminability than a verbal one (Perenin
structure. These pathways form the extra-geniculo-striateand Rossetti 1996); (d) the training: performance in identi-
cortical visual system that survives the effects of the V1- cal conditions may improve dramatically with practice (Sto-
lesion and the ensuing degeneration of the lateral geniculateerig and Cowey 1997); (e) the lesion: although a larger
nucleus and the partial degeneration of the retinal ganglionlesion does not simply imply less residual function (Sprague
cell layer. Physiological recordings in monkeys and func- 1966), evidence from hemidecorticated patients indicates
tional neuroimaging in patients has shown that this system that at least the direct responses require extrastriate visual
which includes extrastriate visual cortical areas, remainscortical mediation (King et al. 1996).
visually responsive following inactivation or destruction of Monkeys with striate cortical ablation show very similar
V1 (Bullier, Girard, and Salin 1993; Stoerig et al. 1997). residual visual responses. In both humans and monkeys,
The discovery of residual visual functions that were compared to the corresponding retinal position in the nor-
demonstrable in patients who consistently claimed not to mal hemifield, the residual sensitivity is reduced by 0.4-1.5
see the stimuli they nevertheless responded to (Poppellog units (Stoerig and Cowey 1997). It is important to note
Frost, and Held 1973; Richards 1973; Weiskrantz et al.that detection based on straylight, determined with the stim-
1974) was met with a surprise that bordered on disbelief. Itulus positioned on the optic disc of normal observers or in
seemed inconceivable that human vision could be blind,the field defects of patients who are asked to respond by
nonphenomenal, and not introspectable. At the same timejndicating whether they can notice light emanating from
the remaining visual responsivity of extensive parts of the this area, requires stimulus intensities 2-3 log units above
visual system renders remaining visual functions likely to those needed in the normal field. Blindsight is thus consid-
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erably more sensitive and cannot be explained as an artifacMarzi, C. A., G. Tassinari, S. Aglioti, and L. Lutzemberger.
of light scattered into the normal visual field (Stoerig and ~ (1986). Spatial summation across the vertical meridian in hemi-
Cowey 1991). The relatively small loss in sensitivity that __anopics: a test of blindsightieuropsychologi®0: 783-795.
distinguishes blindsight from normal vision is remarkable Nelkin, N. (1996).Consciousness and the Origins of Thought.

- - ) . . Cambridge: Cambridge University Press.
in light of the patients’ professed experience of blindness. Perenin, M. T., and Y. Rossetti. (1996). Grasping without form dis-

Interestingly, hemianopic monkeys, when given the chance  ¢rimination in a hemianopic fieltNeuroRepor?: 793-797.

to indicate “no stimulus” in a signal detection paradigm, pgppel, E., D. Frost, and R. Held. (1973). Residual visual function
responded to stimuli they detected perfectly in a localiza-  after brain wounds involving the central visual pathways in
tion task as if they could not see them (Cowey and Stoerig man.Nature243: 295-296.

1995). This indicates that it may not just be the patients whoRichards, W. (1973). Visual processing in scotom&tep. Brain
deny seeing the stimuli and claim that they are only guess-_ Res17:333-347.. . .

ing, but that both species have blindsight: nonreflexive Riddoch, G. (1917). Dissociation of visual perceptions due to

. | functi . to stimuli that t occipital injuries, with especial reference to appreciation of
visual tunctions In response 1o stumull that are not con- movementBrain 40: 15-57.

sciously seen. ] o . Sahraie, A., L.Weiskrantz, J. L. Barbur, A. Simmons, S. C. R. Wil-
That the visual functions that remain in absolute cortical  |iams, and M. J. Brammer. (1997). Pattern of neuronal activity

blindness are indeed blind is one of the most intriguing  associated with conscious and unconscious processing of visual
aspects of the phenomenon. Like other implicit processes signalsProc. Natl. Acad. Sci. USB4: 9406-9411.

that have been described in patients with amnesia, achroSprague, J. M. (1966). Interaction of cortex and superior colliculus
matopsia, or prosopagnosia, they may help us understand N mediation of visually guided behavior in the c8tience

- - S 153: 1544-1547.
which neuronal processes and structures mediate implicit 8%0erig, P., and A. Cowey. (1991). Increment-threshold spectral

opposed to consciously represented processes. As ipsile- sensitivity in blindsightBrain 114: 1487—1512.

sional as well as contralesional extrastriate cortical respon-gioerig, P., and A. Cowey. (1997). Blindsight in man and monkey.
sivity to visual stimulation remains in patients and monkeys  Brain 120: 120-145.

with blindsight, it appears insufficient to generate the latter Stoerig, P., R. Goebel, L. Muckli, H. Hacker, and W. Singer.
(Bullier, Girard, and Salin 1993; Stoerig et al. 1997). This  (1997). On the functional neuroanatomy of blindsighoc.
hypothesis gains further support from a recent functional  Neurosci. Abs27: 845.

magnetic resonance |mag|ng Study that Compared within theTorj.Ussen, T. (1976). Residual function in cortically blind hemi-
same patient with a relative hemianopia the activation pat-__fields.Scand. J. Psychol7: 320-322.

terns elicited with a consciously perceived fast moving stim- Weg';?:)tz’\ks'hgl' Ea Vgilrtr In?rEOPHtheaDmisaﬁgdﬁ:rsfiggdfgl'lxv?fh?l'
ulus an_d a slow moving one t_hat the patient could Or.]ly restrictéd cortical gblati{JrBrain 97: 709—758. J
detect in an unaware mode: in both modes, extrastriate

visual cortical areas were activated (Sahraie et al. 1997).

Further exploration along these lines may help pin down theFurther Readings

neuronal substrate(s) of conscious vision, and studies of )
what can and cann(oz be done on the basis of blind visionBarbur‘ J. L, K. H. Ruddock, and V. A. Waterfield. (1980). Human

| h liah he f . I h visual responses in the absence of the geniculo-calcarine pro-
alone can throw some light on the function as well as the jection.Brain 103: 905-928.

nature of conscious representations. Barbur, J. L., J. D. Watson, R. S. J. Frackowiak, and S. Zeki. (1993).
See alsOIMPLICIT VS. EXPLICIT MEMORY; QUALIA; Conscious visual perception without \Arain 116: 1293-1302.
SENSATIONS Blythe, I. M., C. Kennard, and K. H. Ruddock. (1987). Residual

vision in patients with retrogeniculate lesions of the visual
pathwaysBrain 110: 887-905.
Corbetta, M., C. A. Marzi, G. Tassinari, and S. Aglioti. (1990).
References Effectiveness of different task paradigms in revealing blind-
Barbur, J. L., A. J. Harlow, and L. Weiskrantz. (1994). Spatial and sight.Brain 113: 603_616'
temporal response properties of residual E/ision) in 21 case OfCowey, A., P. Stoeng,. and V. H Perry. (1.989)' Transneuronal ret-
hemianopiaPhil. Trans. R. Soc. Lon@ 343: 157—166. rograde degeneration of retinal ganglion cells after damage to

Bard, L. (1905). De la persistance des sensations lumineuses dans iltrlate C(_)rztg.xér; rggcaque monkeys: selective loss(g)f 6&(ls.
le champ aveugle des hemianopsiques Semaine Medicale EUrosct.29: 6o5-cb.

—Petra Stoerig

29: 953_255 Czeisler, C. A,, T. L. Shanahan, E. B. Klerman, H. Martens, D. J.

Bullier, J., P. Girard, and P-A. Salin. (1993). The role of area 17 in ~ Brotman, J. S. Emens, T. Klein, and J. . Rizzo lll. (1995). Sup-
the transfer of information to extrastriate visual cortex. In A, Pression of melatonin secretion in some blind patients by expo-
Peters and K. S. Rockland, EdSerebral CortexNew York: _sure to bright lightN. Engl. J. Med322: 6-11. _
Plenum Press, pp. 301-330. Dineen, J., A. Hendrickson, and E. G. Keating. (1982). Alterations

Cowey, A., and P. Stoerig. (1995). Blindsight in Monkeyature of retinal inputs following striate cortex removal in adult mon-
373: 247-249. key. Exp. Brain Res47: 446-456.

Fendrich, R., C. M. Wessinger, and M. S. Gazzaniga. (1992). Hackley, S. A., and L. N. Johnson. (1996). Distinct early and late
Residual vision in a scotoma. Implications for blindsigbti- subcomponents of the photic blink reflex. I. Response charac-
ence258: 1489-1491. teristics in patients with retrogeniculate lesidrsychophysiol.

King, S. M., P. Azzopardi, A. Cowey, J. Oxbury, and S. Oxbury. 33: 239-251.
(1996). The role of light scatter in the residual visual sensitivity Heywood, C. A.A. Coweyand F. Newcombe. (1991). Chromatic
of patients with complete cerebral hemispherectarisy. Neu- discrimination in a cortically colour blind observEur. J. Neu-
rosci. 13: 1-13. rosci. 3: 802-812.
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Holmes, G. (1918). Disturbances of vision by cerebral lesions. Bloomfield. Leonard
Brit. J. Opthalmol2: 353-384. !
Humphrey, N. K. (1974). Vision in a monkey without striate cor-
tex: a case studierception3: 241-255. Leonard Bloomfield (1887-1949) is, to i
; . o - , together with Edward
Humphrey, N. K. (1992)A History of the MindNew York: Simon Sapir, one of the two most prominent American linguists of

and Schuster. . . .
Keane, J. R. (1979). Blinking to sudden illumination. A brain stem the first half of the twentieth century. His bobknguage

reflex present in neocortical deafkrch. Neurol.36: 52-53. (Bloomfield 1933) was the standard introduction to linguis-
Klver, H. (1941). Visual functions after removal of the occipital tics for thirty years. Together with his students, particularly
lobes.J. Psycholl11: 23-45. Bernard Bloch, Zellig Harris, and Charles Hockett, Bloom-

Mohler, C. W., and R. H. Wurtz. (1977). Role of striate cortex and field established the school of thought that has come to be
superior colliculus in the guidance of saccadic eye movementsknown as American structural linguistics, which dominated

in monkeysJ. Neurophysiol40: 74-94. ~_ thefield until the rise cEENERATIVE GRAMMAR in the 1960s.
Paillard, J., F. Michel, and G. Stelmach. (1983). Localization with- Throughout his career, Bloomfield was concerned with
th gggt%“g'lp‘ tactile analogue of ‘blind sighrch. Neurol.  yeyeloping a general and comprehensive theory of lan-

Pasik, P., and T. Pasik. (1982). Visual functions in monkeys after 9Uage. His f'.rSt. formulation (Bloqu'eld 1914) embedded
total removal of visual cerebral corteRontributions to Sen- that theory within the conceptualist framework of Wilhelm

sory Physiology’: 147-200. Wundt. In the early 1920s, however, Bloomfield abandoned
Perenin, M. T., and M. Jeannerod. (1978). Visual function that in favor of a variety adEHAVIORISM in which the the-
within the hemianopic field following early cerebral ory of language took center stage: “The terminology in

hemidecortication in man. I. Spatial localizatidteuropsy- which at present we try to speak of human affairs—. . .
chologial6: 1-13. ‘consciousness,’ ‘mind, ‘perception, ‘ideas, and so on—
Poppel, E. (1986). Long-range colour-generating interactions will be discarded . . . and will be replaced . . . by terms in

across the retindature320: 523-525. linguistics . . . . Non-linguists . . . constantly forget that a

Riddoch, G. (1917). Dissociation of visual perceptions due 10 ghaaar is making noise, and credit him, instead, with the
occipital injuries, with especial reference to appreciation of possession of impalpablé ideas’ It remai,ns for thé linguist
Roénn?;ﬁfnﬁhgfag éqlé?oss?and T. D. Albright. (1989). Afferent to §hoyv, in d.e'gail, that the s'peaker has no ‘ideas’ and that the
basis of visual response properties in area MT of the macaqueNoise is sufficient” (!3|00mf'6|d 1936: 322, 325; page num-
I. Effects of striate cortex removal. Neurosci9: 2033—2050. bers for Bloomfield's articles refer to their reprintings in
Rodman, H. R., C. G. Gross, and T. D. Albright. (1990). Afferent Hockett 1970).
basis of visual response properties in area MT of the macaque. In repudiating the existence of all mentalist constructs,
Il. Effects of superior colliculus removall. Neurosci.10: Bloomfield also repudiated the classical view that the struc-
1154-1164. . . ture of language reflects the structure of thought. For
Sanders, M. D., E. K. Warrington, J. Marshall, and L. Weiskrantz. gjoomfield, the structure of language was the central object
é1|097718.7_§gr81d5|ght - vision in a field defecL.ancet20 April, of linguistic study, and hence of cognitive science, had that
: : term been popular in his day.

Schacter, D. L. (1987). Implicit memory. History and current sta- . oL . .
tus. J. EXp. Péychol).: Legrlnl. MemoryyCOIgﬂii %’01_515_ Bloomfield maintained that all linguistic structure could

Stoerig, P. (1996). Varieties of vision: from blind responses to con- b€ determined by the application of analytic procedures
scious recognitioriTrends Neuroscil9: 401-406. starting with the smallest units that combine sound (or
Stoerig, P., and A. Cowey. (1989). Wavelength sensitivity in blind- “vocal features”) and meaning (or “stimulus-reaction fea-
sight.Nature342: 916-918. tures”), calledmorphemegBloomfield 1926: 130). Having
Stoeric, P, and A. Cowey. (1992). Wavelength discrimination in shown how to identify morphemes, Bloomfield went on to
blindsight.Brain 115: 425-444. . ~ show how to identify both smaller units (i.e., phonemes,
Stoerig, P., M. Hbner, and E. Poppel. (1985). Signal detection gefined as minimum units of “distinctive” vocal features)
f‘r:al?’s'?‘ ongﬁ'guzl ‘éﬁ(‘;’g Ii?z% fuseédgdgfgzct due to a post-genicu- g |arger ones (words, phrases, and sentences).
ate lesion : — . . . .
Stoerig, P., J. Faubgrt),/ M. Pgto, V. Diaconu, and A. Ptito. (1996). Bloomfield  developed rich t'heorles O.f both
MORPHOLOGY andsyNTAX, much of which was carried over

No blindsight following hemidecortication in human subjects? | . .
NeuroRepor?: 1990-1994. more or less intact into generative grammar. In morphology,

van Buren, J. M. (1963). Trans-synaptic retrograde degeneration inBloomfield paid careful —attention to phonological
the visual system of primatek.Neurol. Neurosurg. Psychiatry ~ alternations of various sorts, which led to the development

34: 140-147. of the modern theory ahorphophonemicgsee especially
Weiskrantz, L. (1986)Blindsight: A Case Study and Implications.  Bloomfield 1939). In syntax, he laid the foundations of the
Oxford: Oxford University Press. theory of constituent structure, including the rudiments of

Weiskrantz, L. (1990). Outlooks for blindsight: explicit methods ypaAR THEORY (Bloomfield 1933: 194-195). Bloomfield
for implicit processesRroc. R. Soc. LondB 239: 247-278. generated so much enthusiasm for syntactic analysis that his

Weiskrantz, L., J. L. Barbur, and A. Sahraie. (1995). Parameters . : . .
affecting conscious versus unconscious visual discrimination in stude_nts felt that they were doing syntax for the first time in
the history of linguistics (Hockett 1968: 31).

a patient with damage to the visual cortex (VRjoc. Natl. 4 . . .
Acgd. Sci. USA?2: 6182—6126. (V2o Bloomfield did not develop his theory of semantics to the

Weller, R. E., and J. H. Kaas. (1989). Parameters affecting the losssame extent as he did his theoriegtabNoLoGY, morphol-

of ganglion cells of the retina following ablations of striate cor- 0gy, and syntax, contenting himself primarily with naming
tex in primatesVis. Neurosci3: 327-342. the semantic contributions of various types of linguistic units.
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For example, he called the semantic properties of morpheme$urther Readings
e e e e Hars, .S (1350thods n Sl Lngustehicago
. . y of Chicago Press.
Whereas, the phonological properties of morphemes are anajges, M., Ed. (1967Readings in Linguistics IChicago: Univer-
lyzable into parts (namely phonemes), sememes are unana- sity of Chicago Press.
lyzable: “There is nothing in the structure of morphemes like Matthews, P. H. (1993Grammatical Theory in the United States
wolf, fox,anddogto tell us the relation between their mean- from Bloomfield to ChomskgZambridge: Cambridge Univer-
ings; this is a problem for the zodlogist” (1933: 162). Toward  sity Press.
the end of the heyday of American structural linguistics,
however, this view was repudiated (Goodenough 1956;
Lounsbury 1956), and the claim that there are submorphemicBoaS’ Franz
units of meaning was incorporated into early theories of gen-
erative grammar (Katz and Fodor 1963). Franz Boas (1858-1942) was the single most influential
Bloomfield knew that for a behaviorist theory of meaning anthropologist in North America in the twentieth century.
such as his own to be successful, it would have to account foHe immigrated to the United States from Germany in the
the semantic properties of nonreferential linguistic forms 1880s, taught briefly at Clark University, then in 1896 took
such as the English wordsot and and Bloomfield was a position at Columbia University, where he remained for
aware of the difficulty of this task. His attempt at defining the rest of his career. He was trained originally in physics
the wordnot is particularly revealing. After initially defining  and geography, but by the time he came to this country his
it as “the linguisticinhibitor [emphasis his] in our speech- interests had already turned to anthropology.
community,” he went on to write: “The utterance, in a He was a controversial figure almost from the start, in
phrase, of the wordot produces a phrase such that simulta- part because of his debates with the cultural evolutionists
neous parallel response to both this phrase and the paralledbout the course of human histose€CULTURAL EVOLU-
phrase withouhot cannot be made” (Bloomfield 1935: 312). TION). According to the evolutionists, the pattern of history
In short, what Bloomfield is attempting to do here is to is one of progress, whereby societies develop through stages
reduce the logical law of contradiction to a statement aboutof savagery, barbarism, and eventually civilization. In this
possible stimulus-response pairs. view, progress is guided by human reason, and societies dif-
However, such a reduction is not possible. No semanticfer because some have achieved higher degrees of rational-
theory that contains the law of contradiction as one of its ity and therefore have produced more perfect institutions
principles is expressible in behaviorist terms. Ultimately, than others. According to Boas, however, the dominant pro-
American structural linguistics failed not for its inadequa- cess of change is culture borrowing or diffusion. All societ-
cies in phonology, morphology, and syntax, but becauseies invent only a small fraction of their cultural inventory,
behaviorism does not provide an adequate basis for thdor they acquire most of their cultural material from other
development of a semantic theory for natural languages.  peoples nearby. The process of diffusion is a result not of

See alsODISTINCTIVE FEATURES FUNCTIONAL ROLE reason but of historical accident, and each culture is a
SEMANTICS; MEANING; SAUSSURE unique amalgamation of traits and has a unique historical
past.

—D. Terence Langendoen Boas’s concept of culture changed radically in the con-

text of these ideas about history, for he came to view culture
References as a body of patterns that people learn through interactions
Bloomfield, L. (1914).An Introduction to the Study of Language. with the members of their society. People adhere to such
New York: Henry Holt. patterns as hunting practices and marriage rules not because
Bloomfield, L. (1926). A set of postulates fpr the science of lan- they recognize that these help to improve their lives, as the
guage Language2: 153-164. Reprinted in Hockett 1970, pp.  eyolutionists thought, but because the members of society
Bloiazn?ﬁ_ellgi. (1933)LanguageNew York: Henry Holt. absorb the Cu'lturall forms qf their social milieu. By this
Bloomfield, L. (1935). Linguistic aspects of scienegilosophy of view, these hlstorlcally variable patterns largely govern
Science2: 499-517. Reprinted in Hockett 1970, pp. 307-321. human behavior and thus are the most important component
Bloomfield, L. (1936). Language or ideas&nguagel?: 89-95. of the human character. Furthermore, most of culture is
Reprinted in Hockett 1970, pp. 322—328. emotionally grounded and beyond the level of conscious
Bloomfield, L. (1939). Menomini morphophonemidsavaux du awareness. Whereas the evolutionists assumed that people
Cercle Linguistique de PraguB: 105-115. Reprinted in Hock-  are consciously oriented by patterns of rationality and that

ett, 1970, pp. 351-362. _ _ reason itself is universal and not local—although different
Goodenough, W. (1956). Componential analysis and the study ofspcieties exhibit different degrees of it—from Boas’s per-
meaningLanguage32: 195-216. spective people are oriented by a body of cultural patterns of

Hockett, C. F. (1968)The State of the ArThe Hague: Mouton. : :
Hockett. C. F., Ed. (1970)A Leonard Bloomfield Anthology. which they are largely unaware. These include such features

Bloomington: Indiana University Press as linguistic rules, values, and assumptions about reality
Katz, J. J., and J. F. Fodor. (1963). The structure of a semantic the(SE€ LANGUAGE AND CULTURE). These patterns are emo-
ory. Language39: 170—210. tionally grounded in that people become attached to the
Lounsbury, F. (1956). A semantic analysis of Pawnee kinship ways of life they have learned and adhere to them regardless
usagelanguage32: 158-194. of rational or practical considerations.
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Boas's thinking also had significant implications for the Boas, F., Ed. (1938%eneral AnthropologyBoston: Heath.
concept of race. People behave the way they do not becauseodere, H., Ed. (1966Kwakiutl EthnographyChicago: Univer-
of differences in racial intelligence, but because of the cul- _ Sity of Chicago Press.
tural patterns they have learned through enculturation. Boag>0ldschmidt, W. (1959)The Anthropology of Franz Boas: Essays
was an outspoken proponent of racial equality, and publica- er]ltr:?cfpoclzc?gnitc%rl]r,lg!s,o?:fia?clni BirthMenasha, WI: American
tlor! of his bo'okThe Mind of Primitive Marin 191:." was a Hatch, E. (1973). Theories of Man and Culture. New York: Colum-
major event in the development of modern racial thought. iy University Press.
Furthermore, Boas’s culture concept had important relativ- yo|der, P. (1911, 1966). Introduction. In F. Boatandbook of
istic implications §ee CULTURAL RELATIVISM). He pro- American Indian Languagesincoln: University of Nebraska
posed that values are historically conditioned, in the same Press.
way as pottery styles and marriage patterns, and consedacknis, I. (1985). Franz Boas and exhibits: on the limitations of
quently the standards that a person uses in judging other the museum method of anthropology. In G. W. Stocking, Jr.,
societies reflect the perspective that he or she has learned. Ed., Objects and Others: Essays on Museums and Material
Boas and his students developed a strong skepticism towarﬁj_ Culture. Madison: University of Wisconsin Press. _
cross-cultural value judgments. owie, R. H. (1917, 1966)Culture and EthnologyNew York:

g ) . . . Basic Books.
Boas's work was epistemologically innovative, and he p.pner 'R b and E. C. Rohner. (1989)e Ethnography of Franz

elaborated an important version o_f co_gnitive relativis_are( Boas.Chicago: University of Chicago Press.
RATIONALISM VS. EMPIRICISM). In his view, human beings  stocking, G. W., Jr. (1968Race, Culture, and Evolution: Essays
experience the world through such forms as linguistic pat-  in the History of Anthropologfew York: The Free Press.
terns and cultural beliefs, and like all other aspects of cultureStocking, G. W., Jr. (1974)he Shaping of American Anthropol-
these are influenced by the vicissitudes of history. Conse- ogy: A Franz Boas Read@ew York: Basic Books.
quently, people experience the world differently according to Stocking, G. W., Jr. (1992Jhe Ethnographer's Magic and Other
the cultures in which they are raised. For example, the lin-  Essays in the History of Anthropolodyadison: University of
guistic rules that a person learns have the capacity to lead that Visconsin Press. . .
individual to mis-hear speech sounds that he or she is no togﬁ'né’éi'i:r\{"igtéigsgzgtggﬁé iﬁg%ﬂ?ﬂ;ﬁdﬂuﬁpﬁﬁﬁ |
accustome'd to hgarlng, \.Nh'le the same person has no diffi- Tradition. Madison: University of Wisconsin Press.
culty hearing minute differences between other speech
sounds that are part of his or her native tongue. Thus this se .
ment of experieﬁce is comprehended thro%gh a complex ngBoItzmann Machines
unconscious linguistic forms, and speakers of different lan-
guages hear these sounds differently. SEeERECURRENTNETWORKS

Yet in important respects Boas was not a relativist. For
instance, while he argued that the speakers of different lan- i i
guages hear the same speech sounds differently, he alsoBounded Ratlona“ty
assumed that the trained linguist may discover this happen-
ing, for, with effort, it is possible to learn to hear sounds as Bounded rationality is rationality as exhibited by decision
they truly are. In a sense, the linguist is able to experiencemakers of limited abilities. The ideal eéATIONAL DECI-
speech sounds outside of his or her own linguistic frame-SION MAKING formalized inRATIONAL CHOICE THEORY,
work, and to avoid the cognitive distortions produced by UTILITY THEORY, and theFOUNDATIONS OF PROBABILITY
culture. Boas held similar views about science. While real- requires choosing so as to maximize a measure of expected
ity is experienced through cultural beliefs, it is possible to utility that reflects a complete and consistent preference
move outside of those beliefs into a sphere of objective neu-order and probability measure over all possible contingen-
trality, or a space that is culture-free, in doing scientific cies. This requirement appears too strong to permit accurate
research. Thus Boas’s anthropological theory contained adescription of the behavior of realistic individual agents
version of cognitive relativism at one level but rejected it at studied in economics, psychology, and artificial intelli-
another. Relativism applies when human beings think andgence. Because rationality notions pervade approaches to
perceive in terms of their learned, cultural frameworks, but so many other issues, finding more accurate theories of
it is possible for cognitive processes to operate outside ofbounded rationality constitutes a central problem of these

those frameworks as well. fields. Prospects appear poor for finding a single “right”
See alsSOCULTURAL VARIATION; HUMAN UNIVERSALS; theory of bounded rationality due to the many different
SAPIR ways of weakening the ideal requirements, some formal
i impossibility and tradeoff theorems, and the rich variety of
—Elvin Hatch psychological types observable in people, each with differ-
ent strengths and limitations in reasoning abilities. Russell
References and Norvig's 1995 textbook provides a comprehensive sur-
Boas, F. (1911)The Mind of Primitive ManNew York: Mac- vey of Fhe r?,'e_s Qf ra'tlonallty and bounded rathnallty
millan. notions in artificial intelligence. Cherniak 1986 provides a
Boas, F. (1928)Anthropology and Modern Lifélew York: Norton. philosophical introduction to the subject. Simon 1982 dis-
Boas, F. (1940)Race, Language and Culturlew York: Mac- cusses numerous topics in economics; see Conlisk 1996 for

millan. a broad economic survey.
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Studies INECONOMICS AND COGNITIVE SCIENCE and of nality” of Leibenstein (1980) and “bounded optimality” of
humanbpecisioN MAKING document cases in which everyday Horvitz (1987) and Russell and Subramanian (1995) treat lim-
and expert decision makers do not live up to the rational idealitations stemming from optimization over circumscribed sets
(Kahneman, Slovic, andvERskY 1982; Machina 1987). The  of alternatives.
ideal maximization of expected utility implies a comprehen-  Lessening informational requirements constitutes one
siveness at odds with observed failures to consider alternaimportant form of procedural rationality. Goal-directed prob-
tives outside those suggested by the current situation. Thdem solving and small world formulations do this directly by
ideal probability and utility distributions imply a degree of basing actions on highly incomplete preferences and proba-
LOGICAL OMNISCIENCE that conflicts with observed inconsis- bilities. The extreme incompleteness of information repre-
tencies in beliefs and valuations and with the frequent need tsented by these approaches can prevent effective action,
invent rationalizations and preferences to cover formerly however, thus requiring means for filling in critical gaps in
unconceived circumstances. The theorgofESIAN LEARN- reasonable ways, including variolSDGMENT HEURISTICS
ING or conditionalization, commonly taken as the theory of based on representativeness or other factors (Kahneman,
belief change or learning appropriate to rational agents, con-Slovic, and WERsKy 1982). Assessing the expected value of
flicts with observed difficulties in assimilating new informa- information forms one general approach to filling these gaps.
tion, especially the resistance to changing cognitive habits. In this approach, one estimates the change in utility of the

Reconciling the ideal theory with views of decision mak- decision that would stem from filling specific information
ers as performing computations also poses problems. Congaps, and then acts to fill the gaps offering the largest
ducting the required optimizations at human rates usingexpected gains. These assessments may be made of policies
standard computational mechanisms, or indeed any physicahs well as of specific actions. Applied to policies about how
system, seems impossible to some. The seemingly enorto reason, such assessments form a basis for the nonmono-
mous information content of the required probability and tonic or default reasoning methods appearing in virtually all
utility distributions may make computational representa- practical inference systems (formalized as varioas\-
tions infeasible, even USIBAYESIAN NETWORKS or other MONOTONIC LOGICS and theories of belief revision) that fill
relatively efficient representations. routine gaps in rational and plausible ways. Even when

The search for realistic theories of rational behavior beganexpected deliberative utility motivates use of a nonmonotonic
by relaxing optimality requirements. Simon (1955) formulated rule for adopting or abandoning assumptions, such rules typi-
the theory of “satisficing,” in which decision makers seek only cally do not involve probabilistic or preferential information
to find alternatives that are satisfactory in the sense of meetinglirectly, though they admit natural interpretations as either
some threshold or “aspiration level” of utility. A more general statements of extremely high probability (infinitesimally
exploration of the idea of meeting specific conditions rather close to 1), in effect licensing reasoning about magnitudes of
than unbounded optimizations also stimulated workroe- probabilities without requiring quantitative comparisons, or
LEM SOLVING, Which replaces expected utility maximization as expressions of preferences over beliefs and other mental
with acting to satisfy sets of goals, each of which may be states of the agent, in effect treating reasoning as seeking
achieved or not. Simon (1976) also emphasized the distinctiormental states that are Pareto optimal with respect to the rules
between “substantive” and “procedural” rationality, concern- (Doyle 1994). Nonmonotonic reasoning methods also aug-
ing, respectively, rationality of the result and of the process byment BAYESIAN LEARNING (conditionalization) with direct
which the result was obtained, setting procedural rationality aschanges of mind that suggest “conservative” approaches to
a more feasible aim than substantive rationality. Good (1952 reasoning that work through incremental adaptation to small
1971) urged a related distinction in which “Type 1" rationality changes, an approach seemingly more suited to exhibiting
consists of the ordinary ideal notion, and “Type 2" rationality procedural rationality than the full and direct incorporation of
consists of making ideal decisions taking into account the coshew information called for by standard conditionalization.
of deliberation. The Simon and Good distinctions informed  Formal analogs of Arrow’s impossibility theorem for
work in artificial intelligence on control of reasoning (Dean social choice problems and multiattribwigILITY THEORY
1991), including explicit deliberation about the conduct of rea- limit the procedural rationality of approaches based on piece-
soning (Doyle 1980), economic decisions about reasoningmeal representations of probability and preference informa-
(Horvitz 1987, Russell 1991), and iterative approximation tion (Doyle and Wellman 1991). As such representations
schemes or “anytime algorithms” (Horvitz 1987, Dean and dominate practicable approaches, one expects any automatic
Boddy 1988) in which optimization attempts are repeated with method for handling inconsistencies amidst the probability
increasing amounts of time, so as to provide an informed esti-and preference information to misbehave in some situations.
mate of the optimal choice no matter when deliberation is ter- See alS@GAME THEORY; HEURISTIC SEARCH LOGIC; RATIO-
minated. Although reasoning about the course of reasoningNAL AGENCY; STATISTICAL LEARNING THEORY; UNCERTAINTY
may appear problematic, it can be organized to avoid crippling
circularities (SeeMETAREASONING), and admits theoretical —Jon Doyle
reductions to nonreflective reasoning (Lipman 1991). One
may also relax optimality by adjusting the scope of optimiza- References
tion as well as the process. Savage (1972) observed the prac'{fherniak, C. (1986)Minimal Rationality.Cambridge, MA: MIT
cal need to formulate decisions in terms of “small worlds”  pyregs.
abstracting the key elements, thus removing the most detaileetonlisk, J. (1996). Why bounded rationaliti®urnal of Economic
alternatives from optimizations. The related “selective ratio-  Literature 34: 669-700.
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Dean, T. (1991). Decision-theoretic control of inference for time- remembered for his formulation of the so-called Brentano

critical applications.International Journal of Intelligent Sys-
tems6 (4): 417-441.

Dean, T., and M. Boddy. (1988). An analysis of time-dependent 1y or the “
planning.Proceedings of the Seventh National Conference on

Artificial Intelligencepp. 49-54.

Doyle, J. (1980). A model for deliberation, action, and introspec-

tion. Technical Report AI-TR 58. Cambridge, MA: MIT Artifi-
cial Intelligence Laboratory.

thesis or doctrine of intentionality, according to which what
is characteristic of mental phenomena is tNSIENTIONAL -
mental inexistence of an object.”

For Brentano, intentionality is to be understood in psy-
chological (or in what might today be called methodologi-
cally solipsistic) terms. To say that a mental act is “directed
toward an object” is to make an assertion about the interior

Doyle, J. (1994). Reasoned assumptions and rational psychologystructure or representational content of the act. Brentano's

Fundamenta Informatica20 (1-3): 35-73.

primary aim is to provide a taxonomy of the different kinds

Doyle, J., and M. P. Wellman. (1991). Impediments to universal o hasic constituents of mental life and of the different kinds

preference-based default theoriastificial Intelligence49 (1-
3): 97-128.

Good, I. J. (1952). Rational decisiodsurnal of the Royal Statis-
tical SocietyB, 14: 107-114.

Good, I. J. (1971). The probabilistic explication of information,

of relations between them. Unlike more recent cognitive
psychologists, Brentano takes as his main instrument in ana-
lyzing these basic constituents and relations not logic but a
sophisticated ontological theory of part and whole, or

evidence, surprise, causality, explanation, and utility. In V. P. “mereology.” Where standard mereology is extensional,

Godambe and D. A. Sprott, Ed$gundations of Statistical
Inference.Toronto: Holt, Rinehart, and Winston, pp. 108-127.

however, treating parts and wholes by analogy with Venn
diagrams, Brentano’s mereology is enriched by topological

Horvitz, E. J. (1987). Reasoning about beliefs and actions underelements (Brentano 1987) and by a theory of the different

computational resource constrainBroceedings of the Third
AAAI Workshop on Uncertainty in Artificial Intelligengmp.
429-444.

Kahneman, D., P. Slovic, and A. Tversky, Eds., (1982)gment
under Uncertainty: Heuristics and BiaseSambridge: Cam-
bridge University Press.

Leibenstein, H. (1980Beyond Economic Man: A New Foundation
for Microeconomics2nd ed. Cambridge, MA: Harvard Univer-
sity Press.

Lipman, B. L. (1991). How to decide how to decide how to. . . :
modeling limited rationalityfEconometriceb9 (4): 1105-1125.
Machina, M. J. (1987). Choice under uncertainty: problems solve
and unsolvedJournal of Economic Perspectivig1): 121-154.
Russell, S. J. (1991po the Right Thing: Studies in Limited Ratio-

nality. Cambridge, MA: MIT Press.

Russell, S. J., and P. Norvig. (199Aitificial Intelligence: A Mod-
ern ApproachEnglewood Cliffs, NJ: Prentice-Hall.

sorts of dependence relations connecting parts together into
unitary wholes of different sorts. A theory of “mereotopol-
ogy” along these lines was first formalized by Husserl in
1901 in the third of hid.ogical Investigationg1970), and
its application by Husserl to the categories of language led
to the development afATEGORIAL GRAMMAR in the work
of LeSniewski and in Ajdukiewicz (1967).
The overarching context of all Brentano’s writings is the
psychology and ontology of Aristotle. Aristotle conceived
gperception and thought as processes whereby the mind
abstracts sensory and intelligible forms from external sub-
stances. Impressed by the successes of corpuscularism in
physics, Brentano had grown sceptical of the existence of
any external substances corresponding to our everyday cog-
nitive contents. He thus suspended belief in external sub-

Russell, S. J., and D. Subramanian. (1995). Provably boundedstances but retained the Aristotelian view of cognition as a

optimal agentsJournal of Artificial Intelligence Research:
575-609.

Savage, L. J. (1972). The Foundations of Statistics. Second edition,,

New York: Dover Publications.
Simon, H. A. (1955). A behavioral model of rational chof@aar-
terly Journal of Economic89: 99-118.

process of combining and separating forms within the mind.
It is in these terms that we are to understand his view that
[e]very mental phenomenon includes something as object
within itself” (1973).

Brentano distinguishes three sorts of ways in which a

Simon, H. A. (1976). From substantive to procedural rationality. In Subject may be conscious of an object:

S. J. Latsis, EdMethod and Appraisal in Economic€am-
bridge: Cambridge University Press, pp. 129-148.

Simon, H. A. (1982)Models of Bounded Rationality: Behavioral
Economics and Business Organizatieol. 2. Cambridge, MA:
MIT Press.
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SeeNTRODUCTION: NEUROSCIENCES COMPUTATIONAL NEU-
ROANATOMY; MAGNETIC RESONANCE IMAGING, POSITRON
EMISSION TOMOGRAPHY

Brentano, Franz

Franz Brentano (1838-1917), German philosopher and psy-

chologist, taught in the University of Vienna from 1874 to
1894, He is the author d?sychology from an Empirical
Standpoint (first published in 1874), and is principally

1. In presentation. Here the subject is conscious of the
object or object-form, and has it before his mind, without
taking up any position with regard to it, whether in sen-
sory experience or via concepts.

In judgment. Here there is added to presentation one of
two diametrically opposed modes of relating cognitively
to the object: modes of acceptance and rejection or of
belief and disbelief. Perception, for Brentano, is a com-
bination of sensory presentation and positive judgment.
In phenomena of interest. Here there is added to presen-
tation one of two diametrically opposed modes of relat-
ing conatively to the object: modes of positive and
negative interest or of “love” and “hate.” Judgment and
interest are analogous in that there is a notion of correct-
ness applying to each: the correctness of a judgment (its
truth) serves as the objective basis of logic, the correct-
ness of love and hate as the objective basis of ethics.

w

Brentano’s theory of part and whole is presented in his
Descriptive Psychology1995). Many of the parts of con-
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sciousness are “separable” in the sense that one part caBrentano, F. (1995Descriptive Psychology.ondon: Routledge.
continue to exist even though another part has ceased t&hisholm, R. M. (1982)Brentano and Meinong StudieSmster-
exist. Such separability may be either reciprocal—as in a_ dam: Rodopi. ) o _

case of simultaneous seeing and hearing—or one-sided—akhrenfels, C. von (1988). On “Gestalt Qualities.” In B. Smith, Ed.,
in the relation of presentation and judgment, or of presenta- E%‘:nggﬁ?: psfszciﬁ;alt TheoryMunich and  Vienna:
tion anq des]re: a judgment or deswg cannot as a matter 0f—|usser|, E. (1970).ogical InvestigationsLondon: Routledge and
necessity exist without some underlying presentation of the

: : ! ; Kegan Paul.
object desired or believed to exist. Keil, F. (1979).Semantic and Conceptual Development. An Onto-
_The relation _of one-_S|ded separab_lhty IMposes upon con-  |ogical PerspectiveCambridge, MA: Harvard University Press.
sciousness a hierarchical order, willimate or fundamen- MacNamara, J., and G.-J. Boudewijnse. (1995). Brentano’s influ-

tal acts,acts having no further separable parts, constituting ence on Ehrenfels’s theory of perceptual gestattarnal for
the ground floor. Such basic elements are for Brentano the Theory of Social Behaviodb: 401-418.
always acts of sensation. Even among basic acts, hOWGVGIS,mtithv BCEI1,994)AgsmanCPh”t030phy3 The Legacy of Franz Bren-
we can still in a certain sense speak of further parts. Thus in ano.thicago: Open Lourt. . .
a sensation of a blue patch we can distinguish a color deter?V0!e" ?k'[) ‘]t'.' anc{ P.trl]\/l.tﬁlmons.f(t19t£;]9¥. De l;/e”t?te' At‘”S;ro'ip"ISh
mination and a spatial determination as “distinctional parts” &?nsrzla%i:vl;:ki? Eoﬁ Thio\r%ecr)]nertuCircrlcéman(;et?l:nl?voc\)/-v?/;srs;wn
that mutua}lly pervade each otlher._ Another sort of d|_st|nc- School.Dordrecht: Kluwer, pp. 391-442.
tional part is illustrated by considering what the sensation of
a blue patch and the sensation of a yellow patch share in
common: they share, Brentano holds, the form of colored-
ness as a logical part. Brentano’s account of the range of dif-Broadbent’ Donald E.
ferent sorts of distinctional parts of cognitive phenomena,
and especially of the tree structure hierarchies manifestedAfter years of behaviorist denial of mental termeNALD
by different families of logical parts, covers some of the HEBB (1949) admonished: “We all know that attention and
ground surveyed by later studies of “ontological knowl- set exist, so we had better get the skeleton out of the closet
edge” (Keil 1979). and see what can be done with it.” Donald E. Broadbent
Brentano’s students included not only Sigmund Freud (1926-1993), more than anyone, deserves the credit for
and T. G. Masaryk, but also Edmund Husserl, Alexius shedding scientific light on this “skeleton.” Through his own
Meinong, Christian von Ehrenfels, and Carl Stumpf. Each empirical contributions and his careful analyses of the find-
went on to establish schools of importance for the develop-ings of others, Broadbent demonstrated that experimental
ment of different branches of cognitive science within this psychology could reveal the nature of cognitive processes. In
century (Smith 1994). Husserl's disciples founded the so-his hands, an information processing approach to under-
called phenomenological movement; Meinong founded the standingATTENTION, perceptionMEMORY, and performance
Graz School of “Gegenstandstheorie” (ontology without was exceptionally illuminating, and helped initiate and fuel
existence assumptions); and it was students of Ehrenfels anthe paradigm shift known as the “cognitive revolution.”
Stumpf in Prague and Berlin who founded the school of Broadbent joined the Royal Air Force in 1944. Noting
GESTALT PSYCHOLOGY (the term “Gestalt” having been first  equipment poorly matched to the human pilot, the impor-
used by Ehrenfels as a technical term of psychology intance of practice, and the possibility of measuring individ-
1890; see Ehrenfels 1988; MacNamara and Boudewijnseual differences, he envisaged a career in psychology. Under
1995). The representatives of each of these schools anthe leadership of Sir FredergaRTLETT, the Psychology
movements attempted to transform Brentano’s psychologi-Department at Cambridge University was engaged in solv-
cal doctrine of intentionality into an ontological theory of ing precisely the kind of real world problems that excited
how cognizing subjects are directed toward objects in theBroadbent. Upon graduation in 1949, Broadbent went
world. The influence of Brentano’s philosophical ideas is straight into research as a staff member at the Medical
alive today in the work of analytic philosophers such as Research Council’s Applied Psychology Unit (APU) in
Roderick Chisholm (1982), and it has been especially prom-Cambridge.
inent in twentieth-century Polish logic and philosophy Broadbent’s early research and thinking were strongly

(Wolenski and Simons 1989). influenced by the APU’s first two directors, Bartlett and
See alsSOCONSCIOUSNESS JAMES, WILLIAM ; MENTAL Kenneth Craik. Bartlett (1932) emphasized that people were
REPRESENTATION active, constructivist processors; Craik (1943) pioneered the
_ use of engineering concepts (cybernetics) to explain human
—Barry Smith performance. At the time, communication theory (Shannon
1948), with its information metric and concept of a commu-
References nication channel with a limited capacity for information

Ajdukiewicz, K. (1967). Syntactic connexion. In S. McCall, Ed., transmission, was being applied t.o p.SyChOIOg.'C"f}I. ph?nom-
Polish Logic 1920-193®xford: Clarendon Press, pp. 207231, €N& Broadbent induced the key principles of his “filter” the-

Brentano, F. (1973)Psychology from an Empirical Standpoint. Ory from three basic findings on selective listening (e.g.,
London: Routledge and Kegan Paul. Cherry 1953): (1) People are strictly limited in their ability

Brentano, F. (1987)hilosophical Investigations on Space, Time to deal with multiple messages (sources of sensory informa-
and the Continuuniondon: Croom Helm. tion); (2) the ability to focus on one message while ignoring
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pure and applied psychological research. After this period
HTHH of steadfast administrative service, Broadbent—who never
P ————— held an academic appointment—stayed on the Medical

/ RN LR -CAS Research Council's scientific staff while moving to

s smonr |1 Oxford. Although Broadbent is, and will continue to be,
N> tEau [+{SELECTIVE| | LIMITED CAPACITY best known for his empirical and theoretical work on atten-
E store | | TTER (B sysTEID tion, his endorsement of applied psychology never waned.
, \ STORE OF CONDITIONAL Thus, in contrast to an emphasis on the cognitive “hard-

OF PAST BVENTS ware” implicit in his filter theory, Broadbent’s belief in the

| importance of cognitive “software” (task variables and
individual differences in strategy selection), led him to

_ . predict: “In the long run, psychology will, like computer

Figure 1. Broadbent's (1958) filter theory asserts that there exists ascjence, become an ever-expanding exploration of the mer-

limited capacity stage of perception (P-system), that this stage i§ts anqg disadvantages of alternative cognitive strategies”
preceded by parallel analysis of simple stimulus features, ahd th21(1980. 69)

access to the P-system is controlled by a selective filter. Short-ter . .
and long-term (store of conditional probabilities of past events) Broadbent (1980) was genuinely ambivalent about what

memory systems were postulated and integrated into theh€ called “academic psychology,” and although he recog-

information” processing system. (This figure is modeled on Nized the importance of theory, unlike many of his contem-

Broadbent 1958: 297.) poraries, he rejected the hypothetico-deductive approach as
inefficient, advocating instead experiments whose results
could discriminate between classes of theory (1958: 306)

another, irrelevant one is greatly improved if the messagesand generate a solid, empirical foundation (Broadbent

differ in a simple physical property such as location or 1973). In light of these attitudes, it is somewhat ironic that

pitch; and, (3) the consequence of focusing on one messag8roadbent would have such a great impact on academic

is that the content of the ignored message is unreportablgsychology (wherein his theoretical language helped foster

(though simple physical properties can be picked up). the cognitive revolution) and that his theory of attention

These and other findings, and the theoretical frameworkwould become the benchmark against which all subsequent

Broadbent induced from them, were described in his first theories are compared.

major work, Perception and Communicatiof1958). The See alsS@ATTENTION AND THE HUMAN BRAIN; BEHAVIOR-

information processing architecture of Broadbent’s famous ISM; INFORMATION THEORY; SIGNAL DETECTION THEORY

filter theory (fig. 1) quickly became the most influential )

model of human cognitive activity cast in information pro- —Raymond M. Klein

cessing terms. Thirteen years later, when Broadbent pub-

lished his second major worRecision and Streg4971), it References

was ShO.VVn how the 19.58 mpdel needed mOdlflcatlon.: NeWBartlett, F. C. (1932)RememberingCambridge: Cambridge Uni-

mechanisms for se_lectlon (p|geon—hollng and categorizing) versity Press.

that operated later in the processing sequence were added {§oadbent, D. E. (1958perception and Communicatioxford:

filtering and an emphasis on the statistical nature of evi-  pergamon.

dence accumulation and decision making was incorporated.Broadbent, D. E. (1971Pecision and Stress.ondon: Academic

In light of their growing popularity it might be suggested Press.

that artificial NEURAL NETWORK models will replace the  Broadbent, D. E. (1973)in Defense of Empirical Psychology.

information processing approach. While acknowledging the  London: Methuen. .

value of models cashed out in neural network terms, Broad-Broadbent, D. E. (1980). Donald E. Broadbent. in G. Lindzey, Ed.,

bent (1985) points out (cf1ARR 1982) that such models are A Hls.ts\r/yHofFPsychology |29A1;t§blograph;ol. 7. San Fran-

at a'different Ie\(el of analysis (implem'enta.ltion) than infgr- Broseluszl(l:)%nt,' D. Er.ee(nlwggé)r.)pA qTJes.tion of levels: comment on

mation processing models (computation); the appropriate

McClelland and Rumelharfournal of Experimental Psychol-
level depends on the nature of the problem to be solved. qgy: Generati14: 189-192.

Considering the problem of designing human-machine sys-cherry, E. C. (1953). Some experiments on the recognition of
tems for data-rich environments, Moray suggests an endur- speech, with one and with two eadsurnal of the Acoustical
ing role for models like Broadbent’s: “Whatever the deep  Society of Americ26: 554-559.

structure of attention may be, its surface performance is, inCraik, K. J. W. (1943)The Nature of ExplanatiorCambridge:

the vast majority of cases, well described by a single, lim- ~ Cambridge University Press. _

ited capacity channel, which is switched discretely among Hebb, D. O. (1949)The Organization of Behavior: A Neuropsy-
the various inputs” (1993: 113). chological TheoryWiley: New York.

Marr, D. (1982)Vision.San Fransisco: Freeman.
Donald Broadbent was attracted to psychology becauseI\/Ioray, N. (1993). Designing for attention. In A. Baddeley and L.

he believed that the application of psychological principles Weiskrantz, EdsAttention: Selection, Awareness and Control:

could benefit people. It is fitting, then, that in 1958 he was A Tripute to Donald BroadbenNew York: Oxford University
selected to direct the APU, which he did for sixteen years. press.

During this time the APU—already widely respected— Shannon, C. E. (1948). A mathematical theory of communication.
would become one of the world’s preeminent facilities for ~ Bell System Technical Journ2¥: 379-423, 623-656.
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Further Readings Broca participated in that debate (1861a), and his April
) ) ) 1861 report noted the relevance of case Leborgne, alias
Baddeley, A., and L. Weiskrantz, Eds. (1998ention: Selection, “tan” (1861b). He chose the older, more prestigious anatom-

Awareness and Control—A Tribute to Donald Broadblew
York: Oxford University Press.
Broadbent, D. E. (1961)Behavior. London: Eyre and Spottis-

ical society as the venue for publishing this case (1861c),
stating his belief in cerebral localization in the convolutions,
outlining his views regarding regional structural differences

woode. A R - '
Broadbent, D. E. (1977). Levels, hierarchies and the locus of con-Of the convolutions (prefiguring cytoarchitectonics) and

trol. Quarterly Journal of Experimental Psychologg: 109— suggesting that Leborgne’s left frontal lesion and loss of

118. speech furnished evidence in support of these views.

Duncan, J. (1996). Information and uncertainty in a cumulative Broca’'s second case of loss of speech, patient Lelong, was
science of behavior: 25 years after Broadbebesision and also published in the same bulletin (1861d); he expressed
Stress. American Journal of Psychold@)9: 617-625. surprise that the lesion was in the same place as in the previ-

Klein, R. M. (1996). Attention: yesterday, today and tomorrow. o5 case—left posterior frontal lobe—and again noted the
Review of Attention: Selection, Awareness and Control—A compatibility with the theory of localization.

Tribute to Donald Broadbent. American Journal of Psychology The role of the left versus the right hemisphere in lan-

Poir?egr., 1&?I.1?1()§72). After the revolution . . . What? Review of duage officially arose in 1863 when Gustave Dax deposited
Decision and Stress. Contemporary Psycholbgy185-187. for review a report that his father, Marc Dax, had presented
Posner, M. I. (1987). Forward. In D. E. Broadbétiception and to the Montpellier medical society in 1836. In this report the
CommunicationOxford University Press, pp. v—xi. clinico-pathological correlations of forty cases of aphasia

suggested that language function resided in the left hemi-
sphere. While the existence of the 1836 Marc Dax mémoire
is not absolutely proven, the version written by his son
Gustave Dax existed on 24 March 1863, when it was depos-
During the 1850s Paul Broca (1824-1880) became anited for review (it was published in 1865). The record also
important and respected member of the French scientificshows that Broca’s own publication suggesting the special
establishment, sufficient to overcome noteworthy political role of the left hemisphere did not appear until 2 April 1863.
obstacles and to found the Société d’Anthropologie in 1859The priority issue, Dax or Broca, is ably discussed by
and remain its secretary until his death (Schiller 1979). In aSchiller (1979), Joynt and Benton (1964), and Cubelli and
series of papers published between 1861 and 1866 employMontagna (1994); what is not in dispute is that by 1865 the
ing the clinico-pathological correlation technique to analyze lateralization of language had become an empirical question.
a loss of speech (aphemia), Broca persuaded a majority of Broca’s work was one more part of the ongoing debate
his colleagues that there was a relatively circumscribed cen-on cerebral localization initiated by Gall and Bouillaud in
ter, located in the posterior and inferior convolutions of the the early nineteenth century; “What Broca seems to have
left frontal lobe, that was responsible for spedahdage contributed was a demonstration of this localization at a
articulé). His conclusions have been enshrined in the time when the scientific community was prepared to take
eponyms Broca’'s Area and Broca&gsHASIA. Whether or the issue seriously” (Young 1970: 134-135). Less often
not Broca's conclusions constituted a scientific discovery, appreciated is the fact that every component of Broca’s anal-
and whether or not he merits priority in this matter, has beenysis had been published before, between 1824 and 1849. In
debated ever since (Moutier 1908; Souques 1928; Schillerl824, Alexander Hood, an obscure Scottish general practi-
1979; Joynt and Benton 1964; Young 1970; Whitaker andtioner who believed in phrenological doctrine, published a
Selnes 1975; Henderson 1986; Cubelli and Montagna 1994case of what would later be called Broca’s Aphasia. Hood
Eling 1994; Whitaker 1996). What is not in doubt is that distinguished between the motor control of the vocal tract
cognitive neuroscience irrevocably changed after the publi- musculature, speech output control, and lexical-semantic
cation of Broca’s papers; the cortical localization of lan- representation, albeit not in those terms, and assigned each a
guage, and by implication other cognitive functions, was different left frontal lobe locus. Bouillaud (1825), discuss-
now a serious, testable scientific hypothesis. ing cases presented earlier by Francois Lallemand, clearly
Broca’s sources of knowledge about brain, intelligence, presented classic clinico-pathological correlation techniques
and language functions included Frangois Leuret and Louisas applied to expressive language. Marc Dax observed
P. Gratiolet (1839-1857) and Gratiolet (1854), in which the (1836/1863) that Lallemand’s case histories documented
history of cerebral localization was well described. Gratio- that aphasia-producing lesions were in the left hemisphere.
let, a member of the anthropology society, argued from The historical question is to explain why Paul Broca in the
comparative anatomy the importance of the frontal lobes.1860s was suddenly able to focus neuroscience on brain
Bouillaud, who had been influenced by Gall, argued for lan- localization and lateralization of language.
guage localization in the frontal lobe on clinical evidence. One must acknowledge that Gall's craniology
Broca knew Bouillaud personally, had been to his house,(Spurzheim’s phrenology) had stigmatized research on cere-
and even had considered studying internal medicine withbral localization. The doctrine of (brain) symmetry, persua-
him (Schiller 1979: 172). In early 1861 meetings of the sively articulated by Xavier Bichat at the beginning of the
anthropology society, Auburtin led a discussion on the ques-century, posed a major theoretical hurdle. Jean-Pierre Flou-
tion of localizing mental functions to distinct parts of the rens (1794-1867), an influential member of France’s scien-
brain, specifically on localizing speech to the frontal lobe. tific establishment, opposed the cortical localization of
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cognitive functions. Finally, language was considered asEling, P. (1994). Paul Broca (1824-1880). In P. Eling, Rdader
verbal expression, as speech or as an output function prima- in the History of AphasiaAmsterdam: John Benjamins, pp.
rily motoric in nature. What we today recognize as language  29-58. o o
comprehension fell under the rubric of intelligence or gen- Gratiolet, P. (1854)Mémoire sur les Plis Cérébraux de 'Homme et
eral intellectual functions. Much of the clinical evidence _4€s PrimatesParis: Bertrand. , .
that had been marshaled against Bouillaud came fromHenderson,.V. W. (1986). .Paul Broca's less heralded contributions
. . . . - . to aphasia researchrchives of Neurolog$3 (6): 609—612.
patients with .pgstefrlor left hem'.Sphere lesions who mani- Hood, A. (1824). Case 4th—28 July 1824 (Mr. Hood'’s cases of
fested aphasia; with no theoretical construct of language i ries of the brain)The Phrenological Journal and Miscel-
comprehension such data could only be interpreted as |any2: 82-94.
counter-evidence. The same arguments were offered againsjoynt, R. J., and A. L. Benton. (1964). The memoir of Marc Dax
Broca, of course. It was the work of Theodor Meynert  on aphasiaNeurologyl4: 851-854.
(1867), Henry Charlton Bastian (1869), and finally Carl Leuret, F., and P. Gratiolet. (1839-185Xhatomie Comparée du
Wernicke (1874) on disorders of comprehension that com-  Systéme Nerveux Considéré dans Ses Rapports avec I'Intelli-
pleted the model of language localization, thus setting the —gence2 tomes. Paris: Didot. .
stage for the development of modern neurolinguistics andMeynert, T. v. (1886). Ein Fall von Sprachstorung, anatomisch
creating a historical niche for Paul Broca. begrundet. Medizinische Jahrbicher. Redl_glert von C. Braun,
See alSOCORTICAL LOCALIZATION, HISTORY OF, HEMI- A. Duchek, L. Schlager. XIl. Band der Zeitschrift der K. K.

. Gesellchaft der Arzte in Wien. 22. Jahr: 152-189.
SPHERICSPECIALIZATION; LANGUAGE, NEURAL BASIS OF Moutier, F. (1908)L'Aphasie de BrocaParis: Steinheil.

Schiller, Fr. (1979)Paul Broca. Founder of French Anthropology,
Explorer of the Brain.Berkeley: University of California
Press.
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The detailed study of the nervous system began in thephase, Cajal also published some important papers on the
middle of the last century. Before Cajal’'s discoveries, very structure of th&ETINA and optic centers of invertebrates.
little was known about the neuronal elements of the nervous Interestingly, Golgi, as well as most neurologists, neu-
system, and knowledge about the connections between itsoanatomists, and neurohistologists of his time, was a fer-
different parts was purely speculative. The origin of nerve vent believer in the reticular theory of nerve continuity.
fibers was a mystery, and it was speculated that they arosélowever, for Cajal the neuron doctrine was crystal clear.
from the gray matter independently of the nerve cells (neu-Microphotography was not well developed at that time, and
rons). This lack of knowledge was due mainly to the fact virtually the only way to illustrate observations was by
that appropriate methods for visualizing neurons were notmeans of drawings, which were open to skepticism (DeFe-
available; the early methods of staining only permitted the lipe and Jones 1992). Some of Cajal's drawings were con-
visualization of neuronal cell bodies, a small portion of their sidered artistic interpretations rather than accurate copies of
proximal processes, and some isolated and rather poorhhis preparations. Nevertheless, examination of Cajal’s prep-
stained fibers. It was in 1873 that the method of Camillo arations, housed in the Cajal Museum at the Cajal Institute,
GOLGI (1843-1926) appeared; for the first time, neurons proves the exactness of his drawings (DeFelipe and Jones
were readily observed in histological preparations with all 1988, 1992). Although Cajal had the same microscopes and
their parts: soma, dendrites, and axon. Furthermore, Golgi-produced similar histological preparations with comparable
stained cells displayed the finest morphological details with quality of staining as the majority of the neurohistologists of
an extraordinary elegance, which led to the characterizatiorhis time, hesaw differently than they did. This was the
and classification of neurons, as well as to the study of theirgenius of Cajal.
possible connections. In 1906 Golgi was awarded the Nobel See alS@ORTICAL LOCALIZATION, HISTORY OF;, NEURON
Prize for physiology or medicine for discovering this tech-
nigue. Cajal shared the Nobel Prize with Golgi in the same
year, for his masterful interpretations of his preparations in
which he applied the method of Golgi. References

Cajal was not introduced to a scientific career under the
direction of any scientist, as then usually occurred with c
?)ﬁ)sgizf Ioenntrﬁés(’)vl\),ﬁt [I'ar;{re]ecra?:ebreéa?a?a? g;?]nglen%?\tigggrﬁ:és Translated into English dsistology of the Nervous System of

. : . Man and VertebrategN. Swanson and L.W. Swanson, trans.).
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1887, when he was introduced to Golgi's method. During  Regeneracion del Sistema Nerviostadrid: Moya. Translated
this period he published a variety of histological and micro- into English adDegeneration and Regeneration of the Nervous
biological studies, but they were of little significance. System(R. M. May, tran. and Ed.). London: Oxford University

The second phase (1887-1903) was characterized by Press, 1928. Reprinted and edited with additional translations
very productive research, in which he exploited the Golgi by J. DeFelipe and E. G. Jones (19913jal's Degeneration
method in order to describe in detail almost every part of the 3?]?\/52352‘13;}50” of the Nervous Systew York: Oxford
tcr?arl{trﬁlisnegézlgcsfgsknj'is-lt—glisé?ed(ecsgjr;ﬁ)tIfgggv,ve{(;f’f)?(i;gurat(%ajal, S. R. (1917)Recuerdos de mi Vida, Vol. 2: Historia de mi

hich th di ived. is still f book Labor Cientifica. Madrid: Moya. Translated into English as
which these studies are summarized, is still a reference book  pecoliections of My LiféE. H. Craigie and J. Cano, trans.).

in all neuroscience laboratories. Also, during the first few  ppjjadelphia; American Philosophical Society, 1937. Reprinted,
years of this second phase, Cajal found much evidence in  Cambridge, MA: MIT Press, 1989.
favor of the neuron doctrine, which contrasted with the DeFelipe, J., and E. G. Jones. (1988)al on the Cerebral Cortex.
other more commonly accepted reticular theory. The neuron New York: Oxford University Press.
doctrine, the fundamental organizational and functional DeFelipe, J., and E. G. Jones. (19903jal's Degeneration and
principle of the nervous system, states that the neuron is the Seer%iet;eg?ggsn of the Nervous Systéew York: Oxford Uni-
anatomical, physiological, genetic, and metabolic unit of the ; ' . . .
nervous syst%n{, whegreas ?or the reticular theory the nervouf€Felipe, J., and E. G. Jones. (1992). Santiago Ramon y Cajal and
system consists of a diffuse nerve network formed by the methods in neurohistologyfrends in Neurosciencé5: 237—
anastomosing branches of nerve cell processes (either bothones,'E_ G. (1994). The neuron doctrideurnal of History of
dendritic and axonal, or only axonal), with the cell somata  Neyroscienca: 3-20.
having mostly a nourishing role (for review, see Shepherd shepherd, G. M. (1991foundations of the Neuron Doctrirdew
1991; Jones 1994). York: Oxford University Press

The third phase of Cajal’s career began in 1903, with his
discovery of the reduced silver nitrate method, and ended _ ;
with his death in 1934; this period was devoted mainly to Case-Based Reasonlng and Analogy
the investigation of traumatic degeneration and regeneration
of the nervous system. He published numerous scientificCase-based reasoning (CBR) refers to a style of designing a
papers about this subject that were of great relevance, andystem so that thought and action in a given situation are
which were summarized in another classic b@#genera- guided by a single distinctive prior case (precedent, proto-
tion and RegenerationCajal 1913-1914). During this type, exemplar, or episode). Historically and philosophically,

—Javier DeFelipe

ajal, S. R. (1909, 1911Mtistologie du Systeme Nerveux de
'Homme et des Vertébrék, Azoulay, trans. Paris: Maloine.
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CBR exists as a reaction to rule-based reasoning: in CBRof software systems and that takes its main themes and
the emphasis is on the case, not the rule. inspiration from psychology (e.g., Rosch and Lloyd 1978).
CBR works with a set of past cases, a case base. CBRRoger Schank (1982) imposes the view that case-based rea-
seeks to determine a “source case” relevant to a given “targesoning mimics humammeEMORY. He refers to cases as
case”. All CBR systems separate their reasoning into two“memories,” retrieval of cases as “remindings,” and repre-
stages: (1) finding the appropriate source case (retrieving);sentation of cases as “memory organization.” Systems that
and (2) determining the appropriate conclusions in the targetowe their origin to this school of thought are considerable in
case (revising/reusing). All CBR systems must have somescope and ability. There are case-based planners, case-based
way of augmenting their case base or learning new casesproblem-solvers, case-based diagnosticians, case-based
even if this simply involves appending to a list of stored financial consultants, case-based approaches to learning
cases. Retrieval is described as finding the “most similar” (including EXPLANATION-BASED LEARNING), and case-
past case or the “nearest neighbor”; this just begs the quesbased illuminations of search.
tion of what is the appropriate similarity or distance metric. Research in this style tends to taxonomize issues and
To reason about an Italian automobile, consider pastapproaches. There are qualitative and quantitative metrics of
examples of automobiles. If the most similar retrieved casesimilarity; there are approaches that seek to understand the
is a European automobile, this is a better source of informa-causality underlying a case, and approaches that do not. The
tion than a past example of an American automobile, all literature contains both a rich conceptual cartography and
things being equal. some of the most accessible polemics on the importance of
A set of cases might be viewed as a corpus from whicha nonstatistical approach to the logging of past cases.
rules could potentially be gleaned, but the appropriate gen- A good example of a case-based system is Katia Sycara’s
eralizations of which have not yet been performed. In this PERSUADER which reasons about labor-management negoti-
view, CBR is a postponement ibucTION. The advantage  ations. It uses past agreements between similarly situated
of the raw cases, in this view, is that revision of the rule baseparties to suggest proposals that might succeed in the cur-
can better be performed because the original cases remairent negotiation. Past and present situations are compared
available; they have not been discarded in favor of the ruleson features such as wage rates and market competitiveness,
that summarize them. and include structural models of how changing one feature
To guide deliberation in a situation, a case-based rea-affects another. Past agreements can be transformed accord-
soner represents and transforms the rationale of a precederihg to the differences between past and present, possibly
or the etiology of a prior case. By hypothesis, a single caseincluding numerically scaling the size of settlements.
suffices for guidance if it is the appropriate case and it is Case-based reasoning moved to the center of Al when
transformed properly. In contrast, rule-based reasoners (e.gthe logical issues of postponing rule formation were sepa-
EXPERT SYSTEMS and DEDUCTIVE REASONING) apply a rule rated from the psychological issues of stuctiedLOGY .
to a situation with no transformation. Stuart Russell (1989) defined precisely the “logical problem
In both rule-based and case-based reasoning, managingf analogy” so that it could be studied with precision in the
the interaction of multiple sources of guidance is crucial. In philosophical tradition. Russell proposed that there were
CBR, different cases can suggest conflicting conclusions; inrelations between predicates, called “determinations,” that
rule-based reasoning, several rules might conflict. In one,would permit a single co-occurrence PfandQ to lead to
choose a case; in the other, choose a rule. Nonmonotonic reahe rule “if P(x) then Q(x).” Thus, a person’s nationality
soning is fundamentally concerned with both kinds of choice. determines that person’s language, but does not determine
In practice, the separation of CBR from other forms of marital status. The logical formulation showed clearly what
reasoning is imperfect. An interplay of rules and cases iswould be needed to formally justify analogy. Analogy is
unavoidable. A case can almost always be viewed as a comeither presumptuous (thus, fallible, defeasible, or otherwise
pact representation of a set of rules. CBR is just one form ofsusceptible to discount and revision), or else it brings
extensional programmingother examples ar@ATTERN knowledge to bear that permits a single case to skew an
RECOGNITION AND FEEDFORWARD NETWORKS MACHINE entire (statistical) reference class. Like Nelson Goodman’s
LEARNING, and statistical learning) though CBR performs (1972) paradox of “grue,” which raises the question of justi-
its generalizations on-line, while others preprocess theirfied projection with many cases, “determinations” raise the
generalizations. guestion of justified projection from a single case.
Nevertheless, CBR is a distinctly different paradigm. The  Kevin Ashley (1990) showed how cases are used in legal
emphasis is on the unique properties of each case, not theeasoning. Cases and precedents are fundamental to philos-
statistical properties of numerous cases. CBR differs fromophy of law; Al and law have been equally concerned with
induction because induction derives its power from the the proper modeling of cases. Ashley noted that some fea-
aggregation of cases, from the attempt to represent whatures describing cases are inherently proplaintiff or pro—
tendsto make one case like or unlike another. CBR derives defendant. Understanding this distinction permits deeper
its power from the attempt to represent whafficesto comparisons of similarity. CBR appears in moral and legal
make one case like or unlike another. CBR emphasizes thghilosophy under the name “casuistry.”
structural aspects of theory formation, not the statistical Earlier researchers defended CBR by citing contempo-
aspects of data. rary psychology. Ashley and Russell connected CBR to
Case-based reasoning is usually associated with workimmense literatures that were historically concerned with
that has been called “scruffy”: work that aims at the designthe significance of the single case. Current work on CBR
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continues to revolve around these two foci: psychology- Riesbeck, C., and R. Schank. (1988side Case-Based Reason-
inspired themes for systems design, and the precise under- ing. Erlbaum.

standing of reasoning with the single case. Skalak, D., and E. Rissland. (1992). Arguments and cases: an inev-
See alSOPROBABILITY. FOUNDATIONS OFE SIMILARITY : itable intertwining Artificial Intelligence and Law..
STATISTICAL LEARNING THEORY Surg;?c;?a C. (1996)Legal Reasoning and Political Conflict.
—Ronald Loui Winston, P. (1980). Learning and reasoning by analGgynm.
ACM 23.
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into a, where the slash determines that the argurfiést tion. One possible derivation of a complex relative clause
respectively to the right (/) or to the left (\) of the functor. comes out as follows in one fairly typical version, “Combi-
Thus the transitive verb (3) is a functor over NPs to its right- natory” Categorial Grammar (CCG), discussed at length by
yielding predicates, or functors over NPs to the left, which the present author (see “Further Reading”), in which type-
in turn yieldS. (There are several other notations for catego- raising and composition are for historical reasons indicated
rial grammars, including the widely used “result on top” by T andB, respectively.

notatlo_n of Lambek 1958 and mUCh, Subsec]uent work, (6) awoman whom Dexter thinks that Warren likes
according to which the above category is writa®\S)/NP. T _ T
The advantage of the present notation for cognitive scien- (NW)/(SINP)  SI(SINP) (S\NP)/S' /S SI(S\NP) (S\NP)/NP
tists is that semantic type can be read in a consistent left- BT —— B
right order, regardless of directionality.) B
In “pure” context-free CG, categories can combine via S/s 5
two general function application rules, which in the present W
notation are written as in (4), to yield derivations, written as - B
in (5a), in which underlines indexed with right and left S/NP
arrows indicate the application of the two rules. NN
(4) Functional application Notice that this analysis bears no resemblance to a tradi-
a. XY YO X tional right-branching clause structure modified by struc-
b. Y X\ O X ture-preserving movement transformations.
(5) a.Dexter likes Warren b. Dexter likes Warren The alternativedeductive style of Categorial Grammar,
NP (S\NP)/NP NP NP vV NP pioneered by van Benthem (1986) and Moortgat (1988),
\ / takes as its starting point Lambek’s syntactic calculus. The
S\NP VP Lambek system embodies a view of the categorial slash as a
< / form of logical implication for which a number of axioms or
s s inference rules define a proof theory. (For example, func-

tional application corresponds to the familiar classical rule

Such derivations are equivalent to traditional trees like of modus ponensnder this view). A number of further axi-
(5b) in CFPSG. However, diagrams like (5a) should be oms give rise to a deductive calculus in which many but not
thought of as derivations, delivering a compositional inter- all of the rules deployed by the alternative rule-based gener-
pretation directly, rather than a purely syntactic structure. alizations of CG are theorems. For example, the derivation
The identification of derivation with interpretation becomes (6) corresponds to a proof in the Lambek calculus using
important when we consider the extensions of CG that taketype-raising and composition as lemmas.
it beyond weak equivalence with CFPSG. The differences between these approaches make them-

A central problem for any theory of grammar is to cap- selves felt when the grammars in question are extended
ture the fact that elements of sentences that belong togethdreyond the weak context-free power of the Lambek calculus
at the level of semantics or interpretation may be separatedand the combinatory rules that are theorems thereof, as they
by much intervening material in sentences, the most obviousmust be to capture natural language in an explanatory fash-
example in English arising from the relative clause con- ion. The problem is that almost any addition of axioms cor-
struction. All theories of grammar respond to this problem responding to the non-Lambek combinatory rules that have
by adding something such as the transformationaligts’ been proposed in the rule-based framework causes a col-
MOVEMENT, GPSG feature-passingTN HOLD registers, or  lapse of the calculus into “permutation completeness’—that
whatever to a context-free core. Usually, such additionsis, into a grammar that accepts all permutations of the words
increase automata-theoretic power. To the extent that theof any sentence it accepts. This forces the advocates of the
constructions involved seem to be quite severely con-Lambek calculus into the “multimodal” systems involving
strained, and that certain kinds of long-range dependenciesnany distinct slashes encoding multiple notions of implica-
seem to be universally prohibited, there is clearly sometion (Morrill 1994), and forces the advocates of rule-based
explanatory value in keeping such power to a minimum. systems to impose type restrictions on their rules. (Neverthe-

All of the generalizations of categorial grammar respond less, Joshi, Vijay-Shanker, and Weir 1991 show that certain
to this problem by adding variotgpe-driven combinatory  rule-based CGs remain of low automata-theoretic power.)
operatorsto pure CG. The many different proposals for how  These two styles of CG are reviewed and compared at
to do this fall under two quite distinct approaches. The first, length by Moortgat (1988) (with a deductive bias), and Wood
rule-based,approach, pioneered by Lyons (1968), Bach (1993) (with a rule-based bias) (see Further Readings). To
(1976), and Dowty (1979), among other linguists, and by some extent the same biases are respectively exhibited in the
Lewis (1970) and Geach (1972), among philosophical logi- selection made in two important collections of papers edited
cians, starts from the pure CG of Bar-Hillel, and adds rulesby Buszkowski, Marciszewiski, and van Benthem (1988)
corresponding to simple operations over categories, such aand Oehrle, Bach, and Wheeler (1988) (see Further Read-
“wrap” (or commutation of arguments), “type-raising,” ings), which include several of the papers cited here.
(which resembles the application of traditional nominative, = The differences are less important for the present pur-
accusative, etc. case to NPs, etc.) and functional composipose than the fact that all of these theories have the effect of
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engendering derivational structures that are much freer tharmar to the processor to simplify the problem of explaining
traditional surface structures, while nonetheless guaranteethe availability to human sentence processors of semantic
ing that the nonstandard derivations deliver the same semaninterpretations for fragments likkee flowers sent fors evi-

tic interpretation as the standard ones. For example, becauséenced by the effect of this content in (b) below in eliminat-
all of these theories allow the residue of relativizafmx- ing the “garden-path” effect of the ambiguity in (a),
ter thinks that Warren likesn example (6) to be a deriva- discussed by Crain and Steedman (1985) and Altman
tional constituent of typeS/NR they also all allow a  (1988).

nonstandard analysis of the canonical senteDegter
thinks that Warren likes these flowénsterms of an identi-
cally derived constituent followed by an object NP:

(10) a. The doctor sent for the patient died.
b. The flowers sent for the patient died.

. . All of these phenomena imply that the extra structural
(7) [[Dexter thinks that Warren likegjp(these flow- ambiguity engendered by generalized categorial grammars
erskels is not “spurious,” but a property of competence grammar

This is a surprising property, because it seems to flout allitself.
received opinion concerning the surface constituency of Se€ alSMINIMALISM ; PROSODYAND INTONATION; SYN-
English sentences, suggesting that a structure in whichTAX-SEMANTICSINTERFACE
objects—even embedded ones—dominate subjects is as ;.. steedman
valid as the standard one in which subjects dominate
objects. The implication is that tB&NDING THEORY (which
must explain such facts as that in every language in theReferences
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Karttunen, L. (1989). Radical lexicalism. In M. R. Baltin and A. S. \1o4in 1989 for a review). Simply stated, this view suggests
Kroch, Eds. Alternative Conceptions of Phrase Structu@é- that we put things in the same categories because they are

cago: University of Chicago Press. S - .
Lambek, J. (1958). The mathematics of sentence struétomeri- similar to each other. A robin and a hawk (both birds) seem

can Mathematical Monthi§5: 154—170. obviously more similar than a robin and an elephant (not a
Lewis, D. (1970). General semanti€ynthes@2: 18—67. bird); elephants are not birds because they are not suffi-
Lyons, J. (1968)Introduction to Theoretical Linguistic<Cam- ciently similar to them. A natural consequence of this simi-

bridge: Cambridge University Press. larity view is that the world is organized for us and our

Montague, R. (1974Formal philosophy: Papers of Richard Mon-  categories map onto this reality (e.g., Rosch and Mervis
tague,Richmond H. Thomason, Ed. New Haven: Yale Univer- 1975),
sity Press. Why is this notion that categories are defined by some
Mox%%itéitl\c/é E\lzﬁqss)t'gfég?ﬁrkﬂulg;{gﬁggi'oggﬁ:'Dl'gg'gs)s" Uni- «objective” similarity controversial? The main criticism has
y y . . been that the notion of similarity is too unconstrained to be

Morrill, G. (1994).Type-Logical Grammabordrecht: Kluwer. L .
Oehrle, R. T. (1988). Multidimensional compositional functions as US€ful s an explanatory principle (Goodman 1972; Murphy

a basis for grammatical analysis. In R. T. Oehrle, E. Bach, andand Medin 1985)- Similarity is usually defined in terms Pf
D. Wheeler, EdsGategorial Grammars and Natural Language ~Shared properties, but Goodman argued that any two things
Structures. (Proceedings of the Conference on Categorial share an unlimited number of properties (e.g., robins and
Grammar, Tucson, AZ, June 1985). Dordrecht: Reidel, pp. elephants can move, weigh more than an ounce, weigh more
349-390. than two ounces, take up space, can be thought about, etc.).
Prevost, S. (1995p Semantics of Contrast and Information Struc- - Gjven this apparent flexibility, it may be that we see things
ture for Specifying Intonation in Spoken Language Generation. 45 simjlatbecausehey belong to the same category and not
Ph.D. diss., University of Pennsylvania, Philadelphia, PA. vice versa. That is, maybe we can explain similarity in terms
Szabolcsi, A. (1989). Bound variables in syntax: are there any? Inmc categories

R. Bartsch, J. van Benthem, and P. van Emde Boas, Eds., An al . he similari . f T
Semantics and Contextual Expressi@uordrecht: Foris, pp. n alternative to the similarity view of categorization is

205-318. that theories provide conceptual coherence (Carey 1985;
van Benthem, J. (1986[Essays in Logical Semantiddordrecht: Keil 1989; Medin 1989; Rips 1989; Hirschfeld and Gelman
Reidel. 1994). The theory-based explanation of categorization is
consistent with the idea thatoNcEPTsare comprised of
Further Readings features or properties. By concept, we mean the mental rep-

resentation of a category that presumably includes more
than procedures for identifying or classifying. These expla-
nations go beyond similarity models in arguing that under-
lying principles (often causal) determine which features are

Buszkowski, W., W. Marciszewski, and J. van Benthem, Eds.
(1988).Categorial GrammarAmsterdam: John Benjamins.

Moortgat, M. (1997). Categorial type logics. In J. van Benthem
and A. ter Meulen, EdsKandbook of Logic and Language.

Amsterdam: North Holland, pp. 93-177. relevant and how they might be interrelated (Komatsu 1992;
Oehrle, R., E. Bach, and D. Wheeler. (1988jtegorial Gram- see also Billman and Knutson 1996).

mars and Natural Language Structur@ordrecht: Reidel. In current cognitive science theorizing, similarity has a
Steedman, M. (1996Burface Structure and Interpretatiohin- role to play but a limited one that, in many respects, changes

guistic Inquiry Monograph 30. Cambridge MA: MIT Press. its character. Researchers who focus on similarity (e.g.,
Wood, M. M. (1993)Categorial GrammarRoutledge. Nosofsky 1988) use models of selective feature weighting

such that similarity is, in part, a byproduct of category learn-
ing. Other researchers derive a role for similarity from an
analysis of how categories might be used to satisfy human
goals such as in drawing inferences (e.g., Anderson 1991).
Categorization, the process by which distinct entities are Finally, investigators who argue that categories are orga-
treated as equivalent, is one of the most fundamental anchized around knowledge structures (e.g., Wisniewski and
pervasive cognitive activities. It is fundamental because cat-Medin 1994) allow theories to determine the very notion of
egorization permits us to understand and make predictionsvhat a feature is.
about objects and events in our world. People (necessarily) Is there a single set of principles that applies to all catego-
make use of only the tiniest fraction of the possible categori-ries? Evidence suggests that there may be important differ-
zation schemes, but even a modest-sized set of entities caences among them. First of all, a great deal of attention has
be grouped in a limitless number of ways. Therefore, a fun-been directed to the hierarchical component of categories.
damental question is why we have the categories we hav@bjects can be categorized at different levels of abstraction;
and not others. Further, what do our categorization schemesor example, your pet Fido can be categorized as a living
allow us to do that other schemes would not? thing, an animal, a mammal, a dog, or a poodle. Work by
There has been a plethora of work on the structure of catEleanor Rosch and her colleagues (Rosch et al. 1976; see
egories, mostly examining natural object categories (seeBerlin, Breedlove, and Raven 1973 for related work in
Smith and Medin 1981; Rips 1990; Komatsu 1992 for anthropology) has shown that one level in this hierarchy,

Categorization
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dubbed the “basic level,” seems to be psychologically privi- categorize the same way also have the same concept? These
leged. In our examplelog would be a basic level term, and are but a small sample of the fascinating issues associated
Rosch et al. found that a number of measures of privilege allwith research on categorization.

converged on this level. The basic level is the level preferred See alSOANALOGY; COLOR CLASSIFICATION; CONCEP

in naming by adults, is the first learned by children, and is TUAL CHANGE; FOLK BIOLOGY; NATIVISM ; NATURAL KINDS

the level at which adults can categorize most rapidly. It may
be that similarity plays a bigger role in categorization at the
basic level than for more superordinate levels. Currently, paferences

investigators are actively pursuing issues such as whether the

basic level might change with expertise (e.g., Tanaka andAnderson, J. R. (1991). The adaptive nature of human categoriza-
Taylor 1991) or vary across cultures (Berlin 1992; Coley, tion. Psychological Revie@8: 409-429.

Medin, and Atran 1997). These questions bear on the respecAtran, S. (1990).Cognitive Foundations of Natural History:
tive roles of mind and world in categorization (variability Towards an Anthropology of Sciendgambridge: Cambridge
with culture or expertise would tend to support the former). University Press.

Other researchers have attempted to extend this hierar® arlsla'lozul,llizvzv%(1983). Ad hoc categoristemory and Cognition

chical structure to social categories (e.g., race, gendergy caio, L. W. (1985). Ideals, central tendency, and frequency of
occupation, etc.). There has been some work applying nstantiation as determinants of graded structure of categories.
Rosch’s measures of basic levels to the domains of person  journal of Experimental Psychology: Learning, Memory, and

concepts and routine social events with moderate success Cognition11: 629-654.

(Cantor and Mischel 1979; Morris and Murphy 1990). Berlin, B. (1992).Ethnobiological Classification: Principles of
Note, however, that many social categories are nonhierar- Categorization of Plants and Animals in Traditional Societies.
chical and categories at the same level of abstractness may Princeton, NJ: Princeton University Press. o

be overlapping rather than mutually exclusive. For exam- erlin, B., D Brfsedlove, and P. Raven.'(1973). Qeneral prlnuples
ple, a person can be categorized as a woman, an ethnic of classification and nomenclature in folk biologymerican
minority member, a millionaire, and a celebrity all at the B Anthropologist74: 214-242.

i N f th ¢ . bordinat illman, D., and J. F. Knutson. (1996). Unsupervised concept
same ume. None o €se categories are subordinate or learning and value systematicity: a complex whole aids learn-

superordinate to any other. This raises a new set of ques- ing the partsJournal of Experimental Psychology: Learning,

tions about which categories are activated in a given situa-  Memory, and Cognitio@2: 539-555.

tion and how the corresponding concepts are updated withCantor, N., and W. Mischel. (1979). Prototypes in person per-

experience. There is even evidence that alternative social ception. In L. Berkowitz, Ed.Advances in Experimental

categories may compete and inhibit one another (Macrae, Social Psychologyvol. 12. New York: Academic Press, pp.

Bodenhausen, and Milne 1995). In short, there may be 3-52. S _

major differences between object and social categories (seé:ar'\%. E-réé%?g)gggﬁ‘;ptua' Change in Childhoo@.ambridge,

Wattenmaker 1995 for a further example). : ' . .
Goal-derived categories also differpfrczm common taxo- Coley, J. D., S. Atran, and D. L. Medin. (1997). Does rank have its

. . privilege? Inductive inferences within folk biological taxono-
nomic categories. Barsalou (1983, 1985) has shown that cat- mies.Cognition64: 73-112.
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example for many object categories seems to be based on Mind: Domain Specificity in Cogtion and Culture New York:
having typical properties (a robin is judged to be a very typ-  Cambridge University Press.

ical bird because it looks and acts like many other birds; Keil, F. C. (1989).Concepts, Kinds and Cognitive Development.
ostriches are not typical for the opposite reason; see Rosch Cambridge, MA: MIT Press.

and Mervis 1975), but for goal-derived categories, goodnessKomr?tlsu’.L' IKE.E(ﬁ99_2%1I;escggt g’fg"s of conceptual strucksg-:

of example seems to be based on ideals or extremes. Morﬁ/I chological BufletinL12: 500-526.

ificallv. the b le of a diet food i ith acrae, C. N., G.V. Bodenhausen, and A. B. Milne. (1996). The
specifically, the best example of a diet food Is one with Zero  issection of selection in person perception: inhibitory pro-

calories, even though zero may not be typical. _ . cesses in social stereotypidgurnal of Personality and Social
Still other researchers have suggested that categorization psychology.

principles showDOMAIN SPECIFICITY. For example, some  Medin, D. L. (1989). Concepts and conceptual structmeerican

have suggested that biological categories constitute a dis- Psychologisd4: 1469-1481.

tinct (and innate) domain and that people universally assumeMorris, M., and G. L. Murphy. (1990). Converging operations on a

that biological categories have an underlying essence that basic level in event taxonomieslemory and Cognitior8:

makes things the way they are (Atran 1990). Domain-speci- 107-418. , o

ficity is a topic that is currently receiving much attention Mu:;g?éegt'u:i’c?)rrlgrghcLésl;ﬂcehdclrdg(icl;gfg)év?er:gzrcgg90f3t{]gones n

(see chaptgrs In Hirschfeld and Gelmfin 1994). . Nosofsky, R. M. (1988). Similarity, frequency and category repre-
Categorlzatlon_ touches on many Important'applled ar)d sentations.Journal of Experimental Psychology: Learning,

theoretical questions. How does the perception of social  \emory, and Cognitioa4: 54-65.

groups lead to stereotypes (SEEEREOTYPING and other  Rips, L. J. (1989). Similarity, typicality and categorization. In S.

forms of bias? What is the role of language in categorization  \osniadou and A. Ortony, EdSjmilarity and Analogical Rea-

and conceptual development? To what extent do people who soning.Cambridge: Cambridge University Press.

—Douglas L. Medin and Cynthia Aguilar
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Rips, L. J. (1990). Reasoningnnual Review in Psychologl: pocket causes coins to be silver, because his pocket proba-
321-353. bly did not come into existence before the coins did. If his

Rosch, E., and C. B. Mervis. (1975) Famlly resemblances: StudieSpocket did predate all the coins in |t, however' Hume’s solu-
?7gh368“;er“a' structure of categori€ognitive Psychology: tion would fail: the coins were close to his pocket and they

were silver whenever they were in his pocket, including

Rosch, E., C. B. Mervis, W. Gray, D. Johnson, and P. Boyes-soon after they were in his pocket,

Braem. (1976). Basic objects in natural catego@zgnitive

Psychology8: 573-605. One approach to the psychology of causal inference
Smith, E., and D. L. Medin. (1981Lategories and Concepts. inherited the problem posed by Hume and extendegbtps
Cambridge, MA: Harvard University Press. ularity solution. A branch of this approach was adopted by

Tanaka, J. W., and M. Taylor. (1991). Object categories and experKelley’s (1973) ANOVA model and subsequent variants of
tise: is the basic level in the eye of the behol@og@nitive Psy- it in social psychology (e.g., Hilton and Slugoski 1986). To

chology23: 457-482. o . . illustrate contemporary statistical variants of Hume’s solu-
TVerSky, A. (1977) Features of Slmllarlll?sychologlcal Review tion' consider the Contrasting examp|es again_ Cheng and
84: 327-352. Holyoak’s (1995) model would explain that a reasoner con-

Wattenmaker, W. D. (1995). Knowledge structures and linear sepa-,jes that heating causes butter to melt because heating
rability: integrating information in object and social categoriza-

. L occurs before melting and melting occurs more often when
tion. C tive Psychologg8: 274-328. . >
Wislr?igwsﬁgné.“il. ar?/d D. Lg.gMedin. (1994). On the interaction of the butter is heated to 150°F than when it is not, when other

theory and data in concept learni@mgnitive Sciencés: 221~  Plausible influences on melting such as the purity of the but-
281. ter are controlled. In contrast, a reasoner does not conclude
that Goodman’s pocket causes coins to be silver because

Causal Reasoning one knows of alternative causes of coins being silver that

might be uncontrolled. For example, Goodman might have

selectively kept only silver coins in his pocket, whereas
Knowing that all pieces of butter have always melted when there is no such selection for coins outside his pocket.
heated to 150°F, one would probably be willing to conclude  As these examples illustrate, the regularity approach
that if the next solid piece of butter is heated to 150°F, it will requires specific knowledge about alternative causes. But
melt. In contrast, knowing that all coins in Nelson Goodman’s how does such knowledge come about in the first place?
pockets, up to this point, were silver, one would be reluctantUnless one first knowsll alternative causes, normative
to conclude that if a copper coin were put in his pocket, it inference regarding a candidate cause seems impossible. Yet
would become silver (examples adapted from Goodmansuch inferences occur everyday in science and daily life. For
1954/1983). Why is it that one is willing to believe that heat- example, without assuming that one knows all the alterna-
ing causes butter to melt, but unwilling to believe that Good- tive causes of butter melting, it is nonetheless possible to
man’s pocket causes coins to be silver? These contrastingeel convinced, after observing the heating and subsequent
examples point to the kinds of questions that psychologistsmelting of butter, that heating causes butter to melt.
who study causal reasoning have asked and to the approaches An independent branch of the regularity approach begun
taken in their answers. The central question is: What makesn PavlovianCONDITIONING, culminating in Rescorla and
some sequences of events causal, thus licensing inference/agner’s (1972) connectionist model and its variants, and
involving similar events, and other sequences noncausal?  has been adopted to apply to human causal reasoning (e.g.,

The problem of causaNpucTiON as posed by David  Dickinson, Shanks, and Evenden 1984). This branch modi-
HUME (1739/1987) began with the observation that causalfies Hume’s solution in a manner similar to the statistical
relations are neither deducible nor explicit in the reasoner'sapproach, but in addition provides algorithms for computing
sensory input (where such input includes introspection ascausal output from observational input. These connectionist
well as external sensory input). Given that sensory input isvariants of the regularity approach explain a wide range of
the ultimate source of all information that a reasoner has, itempirical findings but have their shortcomings, such as a
follows that all acquired causal relations must have beenfailure to explain the causal analog of the extinction of con-
computed from (noncausal) sensory input in some way. Aditioned inhibition (for reviews, see Cheng 1997; Miller,
fundamental question therefore arises for such relations:Barnet, and Grahame 1995). A common source of these
How does a reasoner come to know that one thing, or type okhortcomings may be the inability of these variants to repre-
thing, causes another? In other words, what is the mappingent causal power as an explicit variable existing indepen-
from observable events as input to causal relations as output@ently of its value{eeBINDING PROBLEM).

The solution Hume (1739/1987) proposed is that causal A second approach rejects all regularity solutions, and
relations are inferred from the spatial and temporal contigu-claims to offer an alternative solution to causal inference:
ity of the candidate causeand the effecg, the temporal one infers a relation to be causal when one perceives or
priority of ¢, and the constant conjunction betweende. knows of a causal mechanism or causal power underlying
For the butter example, Hume’s regularity approach might the relation (e.g., Koslowski 1996; Michotte 1963; Shultz
explain that one concludes that heating causes butter to melt982; White 1995). Becaug®wer theorists do not explic-
from the fact that the heat is close to the butter, melting fol-itly define causal “power” or causal “mechanism,” it is
lows soon after heating, and whenever butter is heated tainclear whether heating, for example, qualifies as a causal
150°F, its melting follows. Similarly, this approach might mechanism for substances melting. Assuming that it does,
explain that one is reluctant to believe that Goodman’s then power theorists would predict that heating should be
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understood to cause butter to melt. In contrast, reasoners do See alSOCAUSATION; CONCEPTS DEDUCTIVE REASON
not know of any mechanism involving Goodman’s pocket ING; EXPLANATION-BASED LEARNING;

that would cause coins to be silver, and therefore would not

believe that his pocket causes coins to be silver. Power theo—Patricia Cheng

rists attempt to refute the regularity view by demonstrating

that knowledge regarding specific causal powers influence References

causal judgments. . I . Busemeyer, J., M. A. McDaniel, and E. Byun. (1997). Multiple
To regularity theorists, it is unclear what. guestion the' input-output causal environmen@ognitive Psycholog$2: 1—

power approach seeks to answer; that question, however, is 4g.

definitely not the one posed by Hume (Cheng 1993). If it is Cheng, P. W. (1993). Separating causal laws from casual facts:

“What kind of causal inference do people, including infants,  pressing the limits of statistical relevance. In D. L. Medin, Ed.,

typically make in their everyday life?” then the answer is  The Psychology of Learning and Motivation, 3w York:

that they often make inferences based on prior causal Academic Press, pp. 215-264.

knowledge (e.qg., previously acquired knowledge that heat-Cheng, P. W. (1997). From covariation to causation: a causal power

ing causes substances to melt). Regularity theorists, how-__theory.Psychological Revied04: 367-405. .

ever, have no objection to the use of prior causal knowIedge,Ch‘teng' P. W"ta.?d K'tJi' "t'.o!yoa!" (199?.){ Comtp'ex adapt"’g Sys-

2 long as not all of that Knowledge Is Inate; the kind of 57 35 IMte satetcians: cousaty conlpgerc. and pre-

e\(|dence offere(_:i by_power theorists is thereforg compatible Approaches to Cognitive Scien@ambridge, MA: MIT Press,

with the regularity view (Cheng 1993; see Morris and Lar-  pp 271-302.

rick 1995 for an example of an application of prior causal Dickinson, A., D. R. Shanks, and J. L. Evenden. (1984). Judgment

knowledge using a statistical approach). If the power solu- of act-outcome contingency: the role of selective attribution.

tion were to be regarded as an answer to Hume’s problem, Quarterly Journal of Experimental Psycholog§A: 29-50.

then it begs the question: How does acquired knowledgeGoodman, N. (1954/1983Fact, Fiction, and Forecastourth edi-

about thecausalnature of mechanisms (e.g., heating as a _ tion. Cambridge, MA: Harvard University Press.

cause of melting) come about? That is, how does a reasondfilton, D. J., and B.R. Slugoski. (1986). Knowledge-based causal

infer a causal mechanism frormoncausalobservations? attributi(_)n: the abnormal conditions focus modsychologi-
) cal Reviewd3: 75-88.

The' answer to this question (the same qqestion thqt the regI'—|ume, D. (1739/1987A Treatise of Human Natur&econd edi-
ularity view attempts but fails to answer) is what ultimately o oxford: Clarendon Press.

explains why one believes that one relation is causal andkant, |. (1781/1965) Critique of Pure ReasorLondon: Mac-
another not. . . . millan and Co.

In addition to their other problems, neither the regularity Kelley, H. H. (1973). The processes of causal attribuomerican
nor the power approach can explain the boundary conditions ~Psychologis28: 107-128. .
for causal inference (see Cheng 1997 for a review). ForKoslowski, B. (1996)Theory and Evidence: The Development of
example, neither explains why controlling for alternative _Scientific Reasoningambridge, MA: MIT Press.
causes allows a regularity to imply causality. Michotte, A. E. (1946/1963)The Perception of CausalitNew

; ; York: Basic Books.

. A .th'rd appr(?ach to the pSyChOI.O.gy Of. causal Inference Miller, R. R., R. C. Barnet, and N. J. Grahame. (1995). Assessment
inherited Hume’s problem, but modified his regularity solu-

- : . . f the R la-Wi ddPsychological Bulletin117:
tion radically by adding a Kantian framework that assumes 263_386.escora agner modersychological BUTEtn

an a priori notion of causal power. This notion differs criti- porris, W. M., and R. Larrick. (1995). When one cause casts
cally from the causal knowledge presupposed by traditional  doubts on another: a normative analysis of discounting in
power theorists in that it is general rather than specific (see causal attributionPsychological Review02: 331-355.

INFANT COGNITION for assumptions regarding specific Pearl, J. (1995). Causal diagrams for experimental research,
causal knowledge). According to this approach, the reasoner Biometrika82(4): 669-710. .
innately postulates that there exist such things as causes th&tescorla, R. A, and A. R. Wagner. (1972). A theory of Paviovian
have the power to produce an effect and causes that have the condltlonln_g: variations in the effectiveness of reinforcement
power to prevent an effect, and determines whether a regu- and nonreinforcement. In A. H. Black and W. F. Prokasy, Eds.,

oo . o Classical Conditioning Il: Current Theory and Reseaidew
larity is causal by attempting to generate it with such gen- York: Appleton-Century-Crofts, pp. 64-99.

eral possible powers. By integrating the two previous g1, T. R. (1982). Rules of causal attributionographs of
approaches, this new power approach claims to explain a the Society for Research in Child Developmh(L).

wide range of findings regarding causal inference, overcom-speliman, B. A. (1997). Crediting causalilgurnal of Experimen-

ing many problems that cripple earlier approaches (Cheng tal Psychology: General26: 1-26.

1997). The same basic approach has been adopted by conSpirtes, P., C. Glymour, and R. Scheines. (1988)sation, Pre-
puter scientists and philosophers in the last decade to study diction and SearchiNew York: Springer-Verlag. _

how it is possible in principle to draw inferences about White, P. A. (1995). Use of prior beliefs in the assignment of
causal networks from patterns of probabilitiesYESIAN causal roles: causal powers versus regularity-based accounts.
NETWORKS Pearl 1995: Spirtes, Glymour, and Scheines ~ Memory and Cognitio@3: 243-254

1993). Although psychological work has begun on aspects .
of causal networks (Busemeyer, McDaniel, and Byun 1997; Further Readings

Spellman 1997), how humans and other animal species infeHart, H. L., and A. M. Honoré. (1959/1988)ausation in the Law.
causal networks remains to be investigated. 2nd ed. Oxford: Oxford University Press.
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Mackie, J. L. (1974)The Cement of the Universe: A Study of Cau- vide any account of the direction of causation—a problem

sation.Oxford: Clarendon Press. . that quickly becomes evident when one notices that one
Shanks, D. R., K. J. Holyoak, and D. L. Medin, Eds. (19968 T state of affairs may be a nomologically sufficient condition
Psychology of Learning and Motivatiorl. 34:Causal Learn-  for another either because the former is causally sufficient

ing. New York: Academic Press.

Sperber, D., D. Premack, and A. J. Premack, Eds. (1@8&)sal
Cognition: A Multidisciplinary DebateNew York: Oxford
University Press.

for the latter, or because, on the contrary, the latter is caus-
ally necessary for the former.

In the case of counterfactual approaches to causation, a
crucial problem is that traditional analyses of subjunctive
conditionals employ causal notions. Alternative accounts
have been proposed, involving similarity relations over pos-
sible worlds. But these alternative accounts are exposed to
Basic questions in the philosophy of causation fall into two decisive objections.
main areas. First, there are central metaphysical questions Finally, there are also specific problems for probabilistic
concerning the nature of causation, such as the following:accounts, two of which are especially important. First, prob-
What are causal laws? What is it for two states of affairs toabilistic accounts have struggled to find an interpretation of
be causally related? Which are primary—causal relationstheir central claim—that causes must, in some way, make
between states of affairs, or causal laws? How are causatheir effects more likely—that is not open to counterexam-
facts related to noncausal facts? How can one explain theples. Second, probabilistic approaches to causation typically
formal properties of causation—such as irreflexivity, asym- involve the very counterintuitive consequence that a com-
metry, and transitivity? What is the ground of the direction pletely deterministic world could not contain any causally
of causation? related events (Tooley 1987).

Second, there are issues concerning the epistemology of There are also other objections, however—of a very seri-
causation. Can causal relations be directly observed? Howous sort—that tell against all reductionist approaches. First,
can the existence of causal laws be established? What statigne can show that some worlds with probabilistic laws may
tical methods can be used to confirm causal hypotheses, andgree with respect to all causal laws and all noncausal facts,
how can those methods be justified? yet differ with respect to causal relations between events. So

Such metaphysical and epistemological issues first camesome causal facts not only are not logically supervenient
sharply into focus as a result of David Hume’s penetrating upon the totality of noncausal states of affairs, they are not
scrutiny of causation, and the theses that he defended (Humeven supervenient upon the combination of that totality
1739-40, 1748). On the metaphysical sidevie argued for together with all causal laws (Carroll 1994; Tooley 1987).
the view that causal facts are reducible to noncausal facts, Second, there are arguments showing that no reductionist
while, on the epistemological side, Hume argued that causabpproach to causation can account for the direction of cau-
relations between events, rather than being directly observ-sation. One problem, for example, is that very simple worlds
able, can only be known by establishing the existence ofcontaining causally related events may be devoid of all of
“constant conjunctions,” or general laws. the noncausal features upon which reductionist accounts

The major metaphysical choice is between realist andrely to define the direction of causation—such as increasing
reductionist approaches to causation. According to the lat-entropy and the presence of open causal forks. Another
ter, all causal facts are logically supervenient upon the total-problem is that, given deterministic laws of an appropriate
ity of noncausal states of affairs. It is logically impossible, sort—such as, for example, the laws of Newtonian phys-
then, for two possible worlds to disagree with respect toics—one can show that, corresponding to some worlds
some causal fact while agreeing completely with respect towhere a reductionist account assigns the correct direction to
all noncausal facts. causation, there will be inverted worlds where the direction

Reductionist approaches to causation have dominated th@f causation is opposite to that specified by any reductionist
philosophical landscape since the time of Hume, and manyaccount (Tooley 1990b).
different accounts have been advanced. Three types of Given these difficulties, it is natural to explore realist
approaches are, however, especially important. First, therealternatives, and the most plausible form of realism involves
are approaches that start out from the general notion of aviewing causation as a theoretical relation between states of
law of nature, then define the ideas of necessary and suffi-affairs. The development of this type of approach, however,
cient nomological conditions, and, finally, employ the latter presupposed solutions to two problems that confronted real-
concepts to explain what it is for one state of affairs to causeist interpretations of theories in general. First, there was the
another (Mackie 1965). Second, there are approaches thasemantical problem of how one could even make sense of a
employ subjunctive conditionals in an attempt to give a realist interpretation of theoretical terms. Second, there was
counterfactual analysis of causation (Lewis 1973, 1979, the epistemological problem of how one could justify any
1986). Third, there are probabilistic approaches, where thestatement containing theoretical terms when those terms
central idea is that a cause must, in some way, make itsvere interpreted as referring to unobservable states of
effect more likely (Reichenbach 1956; Good 1961-62; affairs.

Suppes 1970; Eells 1991; Mellor 1995). It is not surprising, then, that until those obstacles were

Each of these three types of approaches faces difficultiessurmounted, reductionist approaches to causation held
specific to it. The attempt to analyze causation in terms of sway. Now, however, satisfactory answers to the above
nomological conditions, for example, is hard pressed to pro-problems are available. Thus, in the case of the semantical
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problem, one promising approach involves the use of exis-will generate only a probability distribution over possible
tential quantification ranging over properties and relations causal relations.
to assign a realist interpretation to theoretical terms (Lewis The basic conclusion, in short, is that an investigation
1970), while, as regards the epistemological problem, thereinto the epistemology of causation cannot proceed in isola-
is now widespread acceptance of a type of inductive reasontion from consideration of the metaphysics of causation, and
ing—variously referred to as the method of hypothesis, if it turns out that a reductionist view of causation is untena-
abduction, hypothetico-deductive reasoning, and inferenceble, then one needs to employ a realist account that connects
to the best explanation—that will allow one to justify theo- causation to probability, and then isolate algorithms that can
retical claims realistically construed. be justified on the basis of such an account.
These philosophical developments have made it possible, See als@AUSAL REASONING INDUCTION; MENTAL CAU-
then, to take seriously the idea that causation is a theoreticabATION; REALISM AND ANTIREALISM; REDUCTIONISM,
relation. To construct such an account, however, one needSUPERVENIENCE
to set out an analytically true theory of causation, and, at
present, only one such theory has been worked out in any
detail (Tooley 1987, 1990a). It seems likely, however, both
that more theories will be proposed in the near future, andReferences
that, given the difficulties that reductionism faces, an anscombe, G. E. M. (1971Fausality and DeterminatiorCam-
account of the nature of causation along realist lines will  pridge: Cambridge University Press.
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probability. Two such principles that have been suggested ad-ewis, D. (1970). How to define theoretical terrsurnal of Phi-

: - losophy67: 427—-446.
very important, for example, derive from the work of Hans X . . . g
Reichenbach (1949, 1956): Lewis, D. (1973). Causatiodournal of Philosophy0: 556-567.

Reprinted, with postscripts, iRhilosophical Papersyol. 2.
Oxford: Oxford University Press, 1986.
Lewis, D. (1979). Counterfactual dependence and time’s arrow.
Nols13: 455-476. Reprinted, with postscriptsPhilosophi-
cal Papersyol. 2. Oxford: Oxford University Press, 1986.
cJnewis, D. (1986).Philosophical Papers, vol. 2xford: Oxford
University Press.
Mackie, J. L. (1965). Causes and conditiochmerican Philosoph-

Then, second, one attempts to show that those principleg ical Quarterly2: 245-264.

f : . ackie, J. L. (1974)The Cement of the Univergexford: Oxford
can be used to justify algorithms that will enable one to University Press.

move fr_om information about .statistical relationships to Mellor, D. H. (1995) The Facts of Causatiohondon: Routledge.
conclusions about causal relations (Glymour et al. 1987;\enzies, P. (1989). Probabilistic causation and causal processes: a
Glymour, Spirtes, and Scheines 1991, Spirtes, Glymour, and  critique of Lewis.Philosophy of Science6: 642—663.
Scheines 1993) Reichenbach, H. (1949Jhe Theory of Probabiliterkeley: Uni-

This is an interesting and important research program. In  versity of California Press.
its present form, however, it suffers from certain defects. Reichenbach, H. (1956]he Direction of TimeBerkeley: Univer-
First, some of the principles employed are unsound. sity of California Press. o _
shown to be false by the inverted worlds objection to causal @ Quarterly61:50-74. .
reductionism mentioned above. Second, if reductionism is Sa/mon, Wesley C. (1984%cientific Explanation and the Causal

false, then it is a mistake to look for algorithms that will g;;uscsture of the WorldPrinceton, NJ: Princeton University

specify, for some set of statistical relationships, what the rel-g555 E. and M. Tooley, Eds. (199Bpusation.Oxford: Oxford
evant causal relations must be, as given a realist view of  unjversity Press.

causation, different causal relations may underlie a given sefspirtes, P., C. Glymour, and R. Scheines. (198a)sation, Pre-
of statistical relationships. A sound algorithm, accordingly,  diction, and SearciNew York: Springer-Verlag.

Michael Tooley

The Screening Off Principle: If A causes C only via B, then, given
B, A and C are statistically independent.

The Common Cause Principle: If A and B are statistically
dependent, and neither causes the other, then there is a comm
cause of A and B.
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Cellular Automata

long-term
depression

) PCN Brain stem  Output
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Figure 1. Neuronal circuitry of the cerebellum. CC, cerebe
cortex; pc, Purkinje cell; bc, basket cell; st, stellate cell; pf, pa
fiber; gr, granule cell; go, Golgi cell; mf, mossy fiber; cf, climk
fiber; 10, inferior olive; PCN, precerebellar nuclei; CN, cereb
nuclei; VN, vestibular nuclei.

ebellar nuclei reach the cerebellar cortex and are relayed to
the granule cells via mossy fibers, and to the dendrites of
the Purkinje cells and other inhibitory cells via the axons
of the granule cells, that is, parallel fibers. Afferent signals
from the inferior olive in the medulla oblongata pass
directly to the Purkinje cells via climbing fibers. L-
The cerebellum constitutes 10 to 15 percent of the entireglutamate is the neurotransmitter for the vast majority of
brain weight, about 140 grams in humans. Rollando (1809;mossy fibers and all granule cells, whdeBa is the neu-
see Dow and Moruzzi 1958) was the first who, by observing rotransmitter for all inhibitory neurons.
motor disturbances in an animal with a lesioned cerebellum, The major signal flows in the cerebellum pass from the
related the cerebellum to movement. Careful analyses of thecells of origin for mossy fibers (PCN in fig. 1), granule cells
motor disturbances so induced led Flourens (1824; see Dow(gr), and Purkinje cells (pc). Marr (1969), Albus (1971), and
and Moruzzi 1958) to conclude that the cerebellum is neitherother theorists proposed that if climbing fiber signals modify
an initiator nor an actuator, but instead serves as a coordinagranule cell-to-Purkinje cell synapses, the three-neuron
tor of movements. An animal with a damaged cerebellum structure would operate as a learning machine in the same
still initiates and executes movement, but only in a clumsy way as the simple perceptron described by Rosenblatt
manner. Flourens (1842) and Luciani (1891; see Dow and(1962). It was a decade before long-term depression (LTD)
Moruzzi 1958) observed that motor disturbances caused in anvas discovered to occur at parallel fiber-to-Purkinje cell syn-
animal by a partial lesion of the cerebellum were gradually apses after conjunctive activation of these synapses together
compensated for due to the functional plasticity of cerebellarwith climbing fiber-to-Purkinje cell synapses (lto, Sakurai,
tissues. According to the current knowledge cited below, thisand Tongroach 1982; Ito 1989). LTD occurs as a result of
plasticity is an expression of a learning capability of the cere-complex chemical processes involving a number of receptors
bellum, which normally plays a role MOTOR LEARNING, as and second messengers, eventually leading to the phosphory-
in the cases of practicing sports and acquiring skilled move-lation of glutamate receptors (Nakazawa et al. 1995).
ments. Early in the twentieth century, neurologists defined The cerebellar cortex contains numerous small longitudi-
the unigue symptoms, such as dysmetria and motor incoordinal microzones (Oscarsson 1976). Each microzone is paired
nation, of cerebellar diseases. Based on these classic observedth a small distinct group of neurons in a cerebellar or ves-
tions, it has been thought that the major function of the tibular nucleus (CN, VN in fig. 1) to form a corticonuclear
cerebellum is to enable us to learn to perform movementsmicrocomplex that hereafter is referred to as a cerebellar
accurately and smoothly. The extensive studies that havechip or a chip (Ito 1984). In a cerebellar chip, input signals
been performed over the past four decades have facilitatedrom various precerebellar nuclei activate the nuclear neu-
the formulation of comprehensive views on the structure of rons that produce the output signals of the chip. This major
the cerebellum, what processes occur there, and what roles gignal path across a chip is attached with a sidepath through
plays not only in bodily but also in cognitive functions, even a microzone that receives input signals via mossy fibers and
though some of the views are still hypothetical. relays Purkinje cell signals to the nuclear neurons. Climbing
The cerebellar cortex contains an elaborate neuronal cir-fibers convey signals representing errors in the performance
cuit composed of five types of cells: Purkinje, basket, strel- of the chip, as detected through various sensory pathways,
late, Golgi, and granule cells (fig. 1; Eccles, Ito, and which induce LTD in Purkinje cells. The LTD induction
Szentagothai 1967). With respect to their synaptic action,changes the signal flow through the microzone sidepath,
these cells are inhibitory except for the granule cells, thereby altering the signal flow across the chip. A cerebellar
which are excitatory. Afferent signals from various precer- chip thus behaves as an adaptive unit in which input-output
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relationships are adaptively altered by error signals con-References
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distinctive anatomical features are (i) the very extensive
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(ii) its arrangement as a six-layered sheet of cells, many ofresults, and are therefore not good tests for stored general
which cells are typicgbyramidal cells Although the crum-  knowledge. The evidence for such knowledge is that corti-
pled, folded surface of this sheet is responsible for the verycally dominant animals take advantage of the enormously
characteristic appearance of the brains of large mammalsgomplicated associative structure of their environments, and
the cortex of small mammals tends to be smooth andthis could come about in two ways. A species could have
unfolded. Where folds occur, each fold gyrus,is about genetically determined mechanisms, acquired through evo-
1/2 cm in width (Sarnat and Netsky 1981). lutionary selection, for taking advantage of the regular fea-
Imagine the crumpled sheet expanded to form a pair oftures of the environment, or they could have learned through
balloons with walls 2.5 mm thick, each balloon with a diam- direct experience. It seems most likely that animals with a
eter of 18 cm and a surface area close to 1000 cm2. The pamominant neocortex have a combination of the two means—

weighs about 500 grams, contains abowt®'0 cells con- they have the best of both worlds by combining genetic and
necting with each other through some 1@i#apsesand individual acquisition of knowledge about their environ-
through a total length of about10° km of nerve fiber— ments (Barlow 1994).

more than five times the distance to the moon (Braitenberg Neuropsychologists who have studied the defects that
and Schuz, 1991). The two balloons connect to each otheresult from damage and disease to the cerebral cortex
through thecorpus callosuma massive tract of nerve fibers. emphasize localization of function (Phillips, Zeki, and Bar-
Almost all the synapses and nerve fibers connect corticallow 1984): cognitive functions are disrupted in a host of dif-
neurons to each other, but it is of course the connectionderent ways that can, to some extent, be correlated with the
with the rest of the animal that allow the cortex to control locus of the damage and the known connections of the dam-
the animal’s highest behavior. The main connections are asaged part. But there can be considerable recovery of a func-
follows. tion that has been lost in this way, particularly following

The olfactory input from the nose probably represents damage in infancy or childhood: in the majority of adults
the input to the primordial structure from which the cortex the left hemisphere is absolutely necessary for speech and
evolved. It goes directly to layer 1, the outermost layer, of alanguage, but these capacities can develop in the right hemi-
special region at the edge of the cortical sheet. Touch, hearsphere following total loss of the left hemisphere in child-
ing, and vision relay througthalamic nucleithat are situ- hood.
ated near what would be the necks of the balloons, and these Neurophysiologists have recorded the activity of individ-
nuclei receive a large number of feedback connections fromual nerve cells in the cortical sheet. This work leads to the
the cortical sheet as well as inputs from the sense organsziew that the cortex represents the sensory input and the ani-
An important output pathway comes from tietor area, mal is receiving, processes it foBJECTRECOGNITION, and
which is the region believed to be responsible for voluntary selects an appropriate motor output. Neurons imptineary
movement. ThecEREBELLUM should be mentioned here visual cortexalso calledstriate cortexor V1) are selectively
because it is also concerned with the regulation and controresponsive to edge orientation, directionM@fTION, TEX-
of muscular movement; it has profuse connections to andTurg, COLOR and disparity. These are the local properties
from the cortex, and enlarged with it during evolution. It has of the image that, according to the lawsaBTALT PERCEP
recently become clear that it is concerned with some formsTION, lead tosegregationof figure from ground. The neu-
of coNDITIONING (Yeo, Hardiman, and Glickstein 1985; rons of V1 send their axons to adjacertra-striate visual
Thompson 1990). cortex,where the precis®pographic mappingf the visual

The second set of pathways in and out of the cortex passield found in V1 becomes less precise and information is
through two adjacent regions of modified cortical sheet collected together according to parameters (such as direc-
called thearchicortexandpaleocortexhat flank the six-lay-  tion and velocity of motion) of the segregating features
eredneocortex(Sarnat and Netsky 1981). Paleocortex lies (Barlow 1981). These steps can account for the first stages
below the necks of the balloons and containsriieen- of object recognition, but what happens at later stages is less
cephalon(nose brain), where smell information enters; it clear.
connects with other regions thought to be concerned with  Although there are considerable anatomical differences
mood andeMOTION. Archicortex developed into theip- between the different parts of the cortical sheet, there are
POCAMPUS and is thought to be concerned with the laying also great similarities, and its evolution as a whole prompts
down of memories. Like the paleocortex, it has connectionsone to seek a similar function for it throughout. Here the
with regions involved in mood, emotion, and endocrine con- trouble starts, for it is evident that comparative anatomists
trol. say it does one thing, neuropsychologists another, and neu-

The words used to describe the higher mental capacitiegophysiologists yet something else (Barlow 1994). These
of animals with a large neocortex includeNSCIOUSNESS divergences result partly from the different spatial and time
free will, INTELLIGENCE, adaptability, andinsight, but ani- scales of the observations and experiments in different
mals with much simpler brains learn well, BBARNING fields, for neurophysiology follows the activity of individual
shoul