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FOREWORD 

In the early days of artificial intelligence, the word "planning" meant something different 
than what it means today. In their summary description of the problem-solving behavior of 
humans, Feigenbaum and Feldman 1 wrote: "A subject using a plmrnirrg method abstracts or 
simplifies a complex problem. He then solves the simpler problem and uses the information 
obtained in the solution of the simpler problem in the solution of the original complex prob­
lem. This technique has also been included in CPS ... " 

Around 1970, my colleagues and I at SRI began using the word "plan" in its more usual sense: 
a detailed formulation of a program of action. 2 This volume contains many of the important papers 
that propose and explore techniques for automatically formu lating and using such programs 
of action. And, recalling the earlier definition, many of the papers are concerned with hiaarclri­
cal pla111ring, in which the high level actions that achieve a simpler, more abstract goal are used 
to guide the search for primitive actions to achieve a more detailed one. 

Action. How closely associated it is with intelligence! Animals act; plants do not (except in a 
strained and limited sense). Animals are intelligent; plants are not. And the most intelligent 
animals (I suppose that's us) are able to think before acting and condition actions on thoughts. 
Thinking about the consequences of actions before being forced to experience them is the 
essential part of planning; the result of such thinking is a plan, and the most im portant part 
of a plan is the part that specifies what to do next. Since all animals act, sonretlring tells them 
what to do next, but we really don't know to what extent animals other than ourselves make 
and usc plans. 

We, the planning animals, know that planning is necessary for effective action, and therefore 
most artificia l intelligence researchers want their computer systems to plan. The enterprise 
of attempti ng to build such systems has uncovered a multitude of questions about how to 
represent and reason about the effects of actions. We have the frame problem, the qualification 
problem, and the ramification problem-to name a few. 

Because there are animals that seem too simple to be capable of planning but are nevertheless 
capable of quite complex behavior (consider the bee, for example), some artificial intelligence 
researchers1 have decided to concentrate first on systems that act but that do not plan . It is as 
if those researchers believed that the ontogeny of artificial intelligence must recapitulate the 
phylogeny of natural intelligence. 

The present volume contains most of the important work of researchers (myself included) 
who predict that we can bypass those eons of evolutionary history that produced only dull 
animals which made no plans. We want to build machines straightaway that would rank high 

•Feigenbaum, E. A., and Feldman, J ., Computers and Thought, McGraw-Hill, New York, 1963, 
page278. 
2Webster's Ninth Nt'W Collegiate Dictionary, First Digital Edition, NeXT Inc. and Merriam­
Webster, Inc., Merriam-Webster, Springfield, MA, 1988. 
1See, fo r example, Brooks, Rodney A., "A Robus t Layered Control System for a Mobile Robot," 
IEEE Journal of Robotics and Automation, March 1986. 
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on the evolutionary scale, perhaps machines as good as or better than humans are in terms of 
thinking about what we are going to do before doing it. It's worth a try! And judging from the 
results reported here, we are making good progress. 

Can we combine our work on planning with the results of the "action-without-planning" 
school? In Chapter 11, we begin to see a synthesis emerging. Certainly, some systems (even 
those that ordinarily base their actions on plans) will sometimes have to act quickly when 
there is no time to make a plan. A frontier problem, only now beginning to receive much 
attention, is how to build autonomous agents that have the ability to base actions both on 
complex and deep reasoning, as well as on more "instinctive," built-in patterns-using each 
method appropriately depending on the situation. 

Other frontier problems are suggested by the analogy between planning and learning. Learn­
ing occurs when an agent modifies its behavior based on experiences in the world it inhabits. 
Planning occurs when an agent selects behavior based on "experiences" in an internal model 
of its world. Some initial attempts to link these two activities are reported in Chapter 9. It is 
also intriguing to speculate about whether or not recent work in "genetic algorithms" (which 
model evolutionary processes) might inform both learning and planning research. In a certain 
sense, learning is simulated evolution, and planning is simulated learning. 

Pioneers who want to explore these and other frontiers of artificial intelligence research can do 
no better than to outfit themselves first with what is already known about planning, and the 
best of that knowledge is contained in this volume. 



Preface 

Early in the growth of the field of artificial intelligence 
it was recognized that an important behavior for any 
intelligent agent was the ability to plan a set of actions 
to accomplish its goals. The attempt to realize pro­
grams with this ability has resulted in one of AI's main 
subdisciplines-the field of planning. 

Since the first published papers on planning in the 
late 1950s, the field has grown and papers have appeared 
in virtually all of the major AI conferences and jour­
nals. Although numerous review articles on planning 
have appeared over the years, no systematic attempt 
to collect the major papers in this field into one volume 
has been made previously. Courses on planning have 
been difficult to teach due to the need to gather a large 
number of papers from disparate sources. In addition, 
although most AI texts have an introduction to plan­
ning, those wishing to begin applying the planning 
technology have not been able to find a volume point­
ing out the seminal papers in the field. 

The goal of this book is to remedy this situation by 
bringing together in one place a set of readings that 
can be used to develop a familiarity with the planning 
literature, with the major AI theory underlying plan­
ning, and with recent papers in the field indicating 
several directions of current research. 

This volume comprises four sections . The first sec­
tion is a collection of papers introducing the field of 
planning. These papers are intended for those familiar 
with AI concepts, but lacking some familiarity with 
the research in planning. The second section presents 
work describing important advances in planning sys­
tems developed over the past 30 years. The third sec­
tion concerns AI research in the areas underlying 
planning: representation of time and coping with the 
frame problem. This section also includes some papers 
that formalize planning systems described in the sec­
ond section. A final section is included that presents 
some short papers discussing several directions in 
which current planning research is moving. 

In putting together this volume several hard deci­
sions needed to be made. The AI literature in planning 
is quite diverse and to include all the strands in a single 
volume would be impossible for the following reasons: 

xiii 

1. Planning systems have traditionally fallen into two 
major classes: domain-independent planners, 
which concentrate on the control mechanisms of 
planning, and domain-dependent planners which 
concentrate on using domain heuristics to encour­
age efficient search. The editors decided to con­
centrate on domain-independent planning in the 
current volume as it was felt that the more general 
design principles described herein would be appli­
cable to a wider range of planning work. 

2. Planning is related to many other subareas of AI. 
The underlying theoretical material in this volume 
is restricted to papers that were deemed to have 
an explicit relation to an understanding of plan­
ning systems. This necessarily meant leaving out 
much important work in logic and knowledge rep­
resentation (much of which is available in other 
issues of the Readings series). 

3. Many realistic applications of AI planning meth­
ods require extensive reasoning about time, lim­
ited resources and other constraints. Although 
this is an exciting area of current research, space 
limitations constrain us to including only a few 
early papers addressing this theme. Pointers to 
further reading on this subject can be found in the 
introductory material and in the included papers. 

4. The area of plan recognition is a rich literature that 
is clearly related to the planning area . Unfortu­
nately, to include enough papers on recognition to 
provide a fair treatment would require signifi­
can tly more space than was available. 

Putting together this volume would have been a far 
greater undertaking without the efforts of the people 
who contributed articles, many of whom also provided 
early feedback on the purpose of the volume or reviewed 
the proposed set of papers prior to solicitation of the 
manuscripts. In addition, support from Mike Morgan 
and Sharon Montooth of Morgan-Kaufmann Publish­
ers was invaluable in bringing this volume to fruition. 
Finally, on a more personal note, we thank our family 
and friends who supported us during this effort. 
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Opportunistic search, 33 
Order selection, ISIS, 349 
Outcomes lemma, 555 

p 

PAM, 265,273 
PANDORA, 265,273 
Parallel in teractions, 328 
Parallelism, 328 
Parallel operators, 9 
Parallel processing, 422 

in real-time systems, 718 
Parameters, theorem-provi ng with , 

91-92 
Partial goal fulfillment, 271 - 72 
Partial ordering, 295,559,683- 84 

NOAH,536 
and nonlinear planning, 538 
procedure net for, 162-70 
TMM event tokens, 603 

Partial order planner, 36 
Partial plans. 9 
Pathological plan, 548 
Pathological subgoals, 571 
Pattern-di rected function 

invocation, 119 
PCBG's, 116 
PDL,532 
Pebbling game, 667 
Pednault, Edwin P. 0.,675 
Perception, 720-2 1 
Perceptual robustness, 716 
Persistences, 446-47, 586. 586, 

599,618 
assumptions, 6 11 
rule, 603, 643 

PERT, 52, 297, 298 
Philosophy, 464 

of artificial intellige nce, 394- 97 
Plan, 28 

complete, 538 
incomplete, 538 
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Plan abstraction, 250,254,255, 256 
Plan-abstractions plane, levels of, 252 
Plan decomposition, 458-59 
Planes , meta-plan, 250 
PLAN EX, 40, 189, 190, 195, 197-202, 

205,735 
Plan execution, 365 
Plan generator, 266 
Plan modification, 12 

operators for, 12 
PLANNER, 101, 132,226,436, 

552-53,590 
PLANNE R-NOAH family, 242 
Plan Nets, 667- 69 
Planning, 297-3 18, 452-59,7 18- 20 

FORBIN, 379-82 
Planning time versus plan length, 106 
Plan plane, levels of, 251 
Plan rationale, SIPE, 326 
Plans, 9 

and beliefs, 474-76 
conditional, 9 
iterative, 9 
recursive, 9 
sequentiaL 9 

Plan specialization operators , 12 
Plan specification, 270 
Plan state, 0-Pian, 363- 64 
Plan synthesis, 9-17,53 1- 36 
Plan term, 9 
PLANX- 10, 36, 38, 319 
PLEXUS, 41,649,660-64 
Plots, SIPE, 324 
Poisoning a plan state, 364 
Polaroid words system, 278 
Policies (secondary tasks), 232-33 
POLITICs, 263 
POP-2, 156 
Ports, 19 
Possible worlds, 485,488,491,492, 

588-89 
analysis of, 484-90 

Power, 225 
Precedence, 340 
Precondition formula, 29 
Precondition q ualification problem, 20 
Preconditions, 7 

abstracting, 205- 6 
ABSTRIPS, 100 
DEVISER, 298,300-30 1 
lists of, 37 
redundant, 165 
separating from goals, 322 
STRIPS, 190 
WARPLAN, 143 

Predicate calculus, 321, 590, 622 
Predicate circumscription, 626- 27 
Predicates, robot planning, 160 
Prediction task. 581 
Prerequisite-clobbers-brother-goal 

{PCBG), 115 
Preserved facts. 143 
PRIAR, 41,649 
Primitive, 370 
Primitive plans, 9 
Principle of Paranoia, 445, 447 
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Probabil ities, 422 
Problem, 28 
Problem solver, 242, 459-61, 537 

heuristic, 65 1-54 
Problem solving, 67-87, 88- 97, 

297-3!8,464 
logic of, 456-59 
marker-passer, 275-96 

Problem-solving tree, 90,96 
Problem space, 566 
Procedural knowledge , 13 
Procedural Nets, 31, 137, 163,667-69 

0-Plan , 362 
SIPE, 320, 326 

Procedural Reasoning System (PRS), 
23,39,729-34 

Process, 18-19,468-71 
defined, NASL, 241 

Process logics, 7 
Process planning, generative 

(ISIS), 356 
Prodigy/EBL, 41 
Production systems in real-time, 718 
Program Generation , 28 
Programmer's Apprentice, 548 
Program writing, 67-87 
Progression , 12-13, 53 1, 534-35 

and commutativity, 13 
Projection , 263, 265 

FORBIN, 371 
PROLOG, 32, 109,553,600,601, 

605,672 
C-, 736 

Promotion, 542 
Properties, defined, 465 
Propositional calculi, modal , 425 
Propositional dynamic logic 

(POL), 531 
Propositional tluents , 6, 7 
Protected conditions, 13 
Protections, 119,455,552,613-14,615 

criteria for, 615 
limitations of, 128-30 
simultaneous goals, 121-22 
violation of, 239 

Protocol, 60 
cognitive modeling, 249 
comparison with trace (GPS), 63-65 
and multidirectionality, 259 
opportunistic model, 253-56 
simulat ion, 258 

PROW, 72,83 
Pruning, 34,211 

Q 

QA3 problem solver, 57, 67, 76 
QA3.5 problem solver, 93 
QA4 problem solver, 132 
QLISP, 118, 132. 163, 166 
Qualification problem , 20,581, 

586-87,593-94 
Quantitative approach, 566-77 
Question answering, 67-87 

R 

Ramification problem , 2 1 
Rational agents , 22-24 
Reachabil ity tree, 669 
Reaction, mapping from plann ing 

to , 71 1 
Reactive action packages, 40 
Reactive planners, 670 
Reactive planning, 730, 735 
Reactive reasoning, 729-34 
Reactive systems, 22, 713 
Real-time systems, 717-2 1 

constraints, 730 
Reasoning, 483 
Reasoning program (RP), 397-99, 

403,405 
Reason maintenance system (RMS) , 

606 
Recursion , 9, ll , 62 

ABSTRIPS, 101 
and iteration, 83 

REF-ARF, 182, 183 
Reference hierarchies, 564 
Referential transparency, 416 
Regressed goal, 12 
Regression, 12-13, 137,53 1, 534-35, 

550 
and commutativity, 13 
operators, ADL, 701 
ru les for, 123, 136 
and STRIPS operators, 131 

Relational fluents, 6 
Relational production , 297-3 18 
Relationships, WARPLAN , 140 
Repair mechanism 

CHEF, 657,658 
Rephrasing, 228 
Replanning, 39-40, 154,267-68,292, 

365,649,735 
GEMPLAN, 674 

Reservation selection, ISIS, 352 
Resolution, 67 
Resolution theorem prover, 67 
Resolve confl icts critics, 561 
Resource cliche, 547 
Resource handling, 38 
Resource planning, 356-57 
Resources, 369,551 

0-Pian, 362 
reasoning about, 329 
SIPE, 325-26 

Resource scheduling, 350-52 
Result fluent, 41 I 

approximate nature of, 417 
Resu lt function, 391 
Results, 626 
Reuse, 649 
Rex language , 715,717,718- 19 
Robot Control, 28 
Robotics, 209 
Robot planning, 88-97 
Robot plans, 189-206 
Robot problem solving, 76-79 
Robots, 67-87, 144, 145 , 154-61, 187, 

189-206,460 
integrated system, 107 
simu ltaneousgoals, 127 

STRIPS example, 93- 94,95-96 
temporal knowledge of, 620-21 

Robustness , 713 
behavioral, 716 
perceptual , 716 

Rosenschcin , Stanley J., 531 
RP. See Reasoning program 
Rubik's Cube, 569-73 

s 

Sacerdoti, Earl D. , 98, 162 
SAIL, 212 
Scheduling, 16,297-3 18,336,337- 38 

capacity-based, 349 
interactive, 355-56 
resource, 350-52 

SCRAPS, 34, 188,275-96 
Scruffy nonlinear planning, 537 
SEAN,552 
Scarch,31-34,551 -53 

planning as a, 566-77 
in real-time systems, 718 

Search problem , II 
Search strategy, STRIPS, 89-91 
Selah, 669 
Select and commit technique, 32 
Sensitivity analysis, 210,223 
Sequencing, 9 
Serializablc subgoals, 569 
Shakey, 22, 40, 57, 187,723,730 

ILAsin ,2 1 
Shared resources, 330 
Shoham, Yoav, 581 
Simon, H. A.,59 
SIMSCRIPT, 298 
Simulation, 256-58, 298 

ISIS, 357 
Single-agent problems, 675- 710 

ADL, 703-4 
SIPE, 13, 14, 15, 36, 37, 38, 39, 40,289 

319-35,382,544,545,546,548, 
551,552,668,670,673,735,737 

domain of, 28 
SIPE-2, 289 
Situated systems, 2 1 
Situational relations, 6 
Situation calculus, 6, 8, 17, 52, 53, 391, 

393-435,440,464-65,559,581, 
586,589,593,627,630,637, 
641 - 42,643,677 

abnormality theory, 628- 29 
non-monotonic, first-order, 437 
and possible-world analysis, 50! 

Situations, 5, 393,407-8,627 
Skeleton, 107 

ABSTRIPS. 101 
Skeleton models , 122- 23, 135 
Skeleton plan , 31 
S-macros, 654 
Smith, Stephen F., 336 
Soft constraints, 16 
Solution, 28,29 

to a planning problem, 533- 34 
predictor of lengths, 568 

Sort axioms, automatic programming 
of, 81-82 



Sorting, 125-27 
SOUP (Semantics of User's Problem), 

37, 163, 164, 166. 170,293 
Spaccworld. 308- 12 

productions for, 313- 17 
Specialization, 662 
Sproull. Robert F.. 207 
Start time window. 297- 318 
Stale-based representation, 51 
Stale-independent truths. 70 
Stales, 5 

first-order logic to describe, 687-92 
in a problem space, 566 
WARPLAN, 140 

State space search. 31 
Stale terms, 9 
State transformations, 67-69 
State transition, 682 
Stale transitions, 7 
Static effects. FORBIN. 374-76 
Static-world problem~. 675-710 
Status, task, 230 
Steel, Sam, 735 
Stefik, Mark, 171 
Stein, Lynn Andrea, 641 
Step-out-of-orde r, 663 
STIPES, 28 
Strategies, 411 - 14 
STRIPS. 7-8, 12- 15.22,29,35, 37. 38. 

52,54,57,88-97,98, 109, 131, 
132-33. 134, 135-37. 154. 159, 
162. 18 1' 187. 189-206,211.228, 
289.29 1,293 . 3 19.332,333.535. 
544,545.559,576.591,592,649, 
651,653-54,675.677,693,706, 
730.735 

comparison with ABSTRIPS, 105 
and MACROPS, 652 
semantics of, 523- 30 

STRIPS assumption , 37.5 1-52.53. 
134,322 

extended. 8 
STRl PS operators. 29 
STRIPS rule , 8 

and DEVIS ER. 298 
Strong linearity assumption. 13 
Subgoal distance, 567- 68 
Subgoals, 13 

block-seria lizable, 570 
independent , 569 
non-serializablc. 569-70.57 1-73. 

577 
pathological , 57 1 
and searching. 567 
scrializablc , 569 
tree of. 62 

Subgoal tree . 155 
Subplans, 9. 13 
Subproblems 

inte raction, 182 
interaction in MOLGEN. 177- 7R 

Subtasks. choosing. -l57 
Supervised conditions. 293. 361 
Sussman, Gerald .Jay, Ill 
Sussman anomaly. 109. 119. 127- 28. 

537,538- 39.543-44.549- 50.570 
Symbolic logic. 60- 62 
Symbolic models. 2 16 

Symbolic problem solver, 2 1R- 19 
Symbolic problem solving. decision 

theoryin, 208-9 
SYN, 183 
Synergy, 546 
Syntact ic transformations, 8 

T 

Table of multiple effects (TOME) , 
36. 165, 167,240. 294,2%,329, 
364,37 1 

Task descriptors 
FORB IN , 374, 376 

Task expansion. f-'ORBIN, 372 
Task formalism, 291-92 
Task Formalism, 293-94 
Task Formalism (TF), 296,361-62 
Task network. 370 
Tasks,458- 59 

FORBIN,370 
NASL,226 
STRIPS, 190 

Task specifiers. FORB IN. 376 
Tate, Austin, 26.29 1 
T EAM,3 19 
T EIR ESIAS, 233 
Templates, 541 
Temporal coherence, 34 
Temporal conditions. keeping track 

of. 615-16 
Temporal consistency lemma, 554 
Temporal constraints, 539 
Temporal database. 369.37 1,372. 

373,375,383 
Temporal database management , 

596- 623 
funct ional requirements for, 621-22 

Temporal data dependencies. 6 17-18 
Temporal domains, 0-Plan, 361-62 
Temporal imagery, 596-97 
Temporal info rmation. notation for, 

621 
Temporal logic, 7. 39,53- 55,240-41. 

436-63.46-l-79.559- 65 
Temporal ordering, 31 
Temporal planning, 297-318 
Temporal projection. 29,579.624-40, 

64 1 
Temporal reasoners, 441-43 
Temporal reasoning, 641-46 

controlling, 563-64 
formal, 581-87 
shallow, 597-9R 

Temporal reason maintenance 
(TRM). 613-19 

Tense logics, -l29-30 
Thematic Organization Packets 

(TOPs). 658 
Themes, 266 
Theorem prover, 197. 232 
Theorem proving, 10. 88-97 

and problem solving. 67- 87 
Theories of actions, 430 
Think ing-aloud protocol. 246 
Time. 297- 318 

as a function of a stale 
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0-Pian management , 361-62 
representation in MOLGEN, 184 
in TWEAK, 547-48 

Time constraint, 297- 318 
T ime-driven processes, 249 
Time events, 38 
Time handling, 38 
Time instants, 53 
Time map management system 

(TMM), 598,600- 601 
Time maps, 598- 99 
Time problem. 579-646 
Time's a rrow lemma, 553 
Time windows, 38 
TLC. 278 
T-macros, 652 
TMM, 599,600-6 15 

and TRM, 613-20 
TOME. See Table of multiple effects 
Top-down processing. 259 
TOPs,659 
Totalorder,35-36 
Tower of Hanoi puzzle . 67,73-76, 672 
Trace, example problem. STRIPS. 

203-5 
Trace (GPS), 63-65 
Tradeoffs in planning. 40-41 
Transformations, 70 
Travel planning, performance of 

SIPE, 334 
Tree 

of contexts, 296 
macro network, 573- 74 

Triangle tables, 192-94 
Truth 

contingent , 424 
necessary, 424 

Truth criterion. 547, 548 
for complete plans, 553 

Truth values, 13 
spectrum of, 426- 27 

TWEAK, 537,538- 44.549. 735.736, 
737,739 

Twenty-Four Puzzle. 567 

u 

Uncertainty, 40,207.210 
and incompleteness. 540 

Undecidability theorem, 5-l6-47 
second, 557 
TWEAK. 542-43 

UNDO mechanism. 155 
Unsupervised conditions, 293,.161 
Update algorithm . T RMS. 616- 17 
Uscwhen conditions. 293. 361 
Ut il ity. expected, 210.212- 14 
Utility functions. 207, 2 16- 17 
Ut il ity model, 209 

v 

Variables, interchanging values of, 
123- 25 

Vcre. Steven A .. 297 
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Voyager spacecraft, 308- 9 
Voyager Spacecraft Mission 

Sequencing, 28 

w 

Wait-and-see reserver, 354 
Waldinger, Richard , 117 
WARPLAN ,35, 109,131 , 140-53, 

544,545,548,550,552 
-C, 37 

Westinghouse Turbine Component 
Plant (WTCP), 338-39 

White knights, 540 
dcclobbering by, 55 1 
demotion by, 542 

Wilensky, Robert , 263 
Wilkins, David E., 319 
Windows, 301-5 
WOK,551 

World model , 217 
ABSTRIPS, 99 
changes in DEVISER, 300-301 
decision theory, 2 13-15 
non-atomic formulas, 527-28 
representation of, 93-94 
STRIPS, 89-91,527 
temporal, 559-65 
WARPLAN, 140 

World representation 
epistemologically adequate, 

399-400 
heuristically adequate, 400 

WTCP job shop environment , 338- 39 
Wutzburg school, 59 

y 

Yale Shooting Problem (YSP), 
628-38 , 641-42 

proposed solutions to, 642 
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