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b INTRODUCTEGH

To1 Terminology Keyworids are in Capital letters

The GRAFH TRAVERSER mwrogram provides a framework £or the hewrdstic growth
of search trees. It 18 appiicable Yo any problem fn wiich 1t is possible to
reach o requiretl mrobliem state by & finite nunber of anpliications of eny of
a get of UBRATIRS {(ubich implicitly specify the GRAFH of the problem). Each
operatoxr given Lo the Graph Traverser wlll de spplicablie to sane of the siates
in the problem grarh snfdl in such cases will mroduee a new state, otherwiss a
standard fail state will be thelr resulic A solution to a wcbiem will involve
finding 2 sequence of operstors which will transform cne mrcblem state to
ancther required siate., This is Qirected by an EVAIUATION FUNCTION whioh will
assign o cach state a mmerical value, which is an estimate of its distence
frem a CCAL stale. Such an evalugted state will be added to the MARTIAL
SEARCH “REE together with informption about the operatar used to generate the
state anfl the PARENT of the state as a HODE of the gragh.

At the begimning of a search only +the initiel state is explicitly known
to the wogran antl is eapeble of belng evaluated an! DEVELGPED. Development
woeeeds by applylng in succession apmomriate opexators wntlil a state is
wroduced that is estirnied 4o be eloser to a geal state, or wntil the value
assigned originally %o & stete is ercded sufficiently by LOCAL SMODTHING {(a
eonstant re-evaluating of a states “worth” in the light of the operators
aoplied to it and their results) to moke another node on the rriial search
ree look more wamising for develomuent. A node is labeled PARTIALLY DEVELOPED
if some but not all operators have been cyplied to i4. Whenever a new state is
foundl 4% 45 evaluaied end added o the raxtlal search tree and will he a
NEICHBOURING NOIE of the node {its veyent) fram which by application of 8n
operator {an ARC of the graph) it was producet. At eash stage 2 chesk is made
o avoid adding o the mriial seareh tree any node whose state is already
present in the tree. After all appromiste operators have been applied to a
node it is labeled FULLY DEVELOFED, and will then not be chosen again for the
applicaidon of any operator. The Grarh Traverser will always develop the
lovest walued node (closer to geal) on the periial search tiree at each stage,
ignoring eny At are fully developed. :

The search procecds Lteratively in this manner uwntil either a geal is
locesed or the portial search tree reaches a specified size. In the latier
rase a partial solution yath is retraced from the lovest valued develorable
node to the RO of the tree. Then starting et the root a caleuleted nunber
{vased on a porameter and the depth of the best node in the tree) of nodes on
this path axe added Yo the soluticn path being comstructed; and that part of
the paytial seaych tree is erased; presexving only the mrt which is depencent
on the fest nole to be addedl 4o the @th. If it so haprens that the most
rardsing node is not very deep in the seaxch tree then the tree is CURTAILED
(the lewst prouwising nodes on the tree which have not hed any operators applied
to them are erasefl). After such FRUNING the growth of the seaxch tree is
resumed. Pruning therefore mekes it vossivle for the ssarch to eontinue
indefinitely. In mractice, & RESIGNATION CRITERICYN is specified and when 1t is

v the gearch is abandoned. However if a geal state is losated, a rath aeross

the gramh between the initial state and the geal state has been fourd and the
nedes on this path are left as a result of the Traverse.

1.2 Traverser Package

Tne TRAVERSER Packoge mrovides a widle ranse of fecilities for conducting
heuristically controlled searches over a mroblem graph in meny modes. These
fagilities are extentled by the TRAVERSER EXTRA Package. The terminology of this
decwment and the manes of the rackage functions have been chosen to be in ldne
with other Craph Tyaverser literatwre (Mae mtelligenze series cf volumes)o
Sentdon 1.1 i bosed on o description of GT4 (Michie end Ross MI 5)o ,
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2, DATA STRUCITURES
2:1 Noles

A Nede of the Graph is held as a POP-2 record of 5 ecmponents with
speeification [0 0 0 12 12]. Datavord is "ORIOIE®,

a; stateof The representation of the mroblem state(simple o camplex).

b) parentof The parent node, either another node or "wdlef® if the
note is at the root of & rartial seaveh trec.

e) valueco? The value of the state as given by the evahwmtion function
ansl possibly modified by Loecal cmoothing.

d) usage The nunber {an integer >ol and =<NUMBERQP+1) of the last
operator applied to this node +1.
e) omsed The nmumber of the operator which wes applied to the rarent

o reach this state.
£) consnodle anl destnode are the constructor and destructor for nodes.

2,2 Trees

The Seorch Tree remresents the section of the moblem graph being dealt
with by the mrogram and is held as 3 rnris: -

 The part of the tree still developsble is an ardered collection of nodes
held as a list, the curremt best node is at the head of the iist (vermed TRER).

The nodes of thé tree vhieh have been fully developed are held in no
rerticular order ae & iist (termed Yo

The notles which have been chosen during pruning to be on the path to the
goal are held as & list with the initial node of the search at its head
{termec BAMH).

3. HOJ_TO USE THE PACKAGE
The packape can be caupiiesl by tyring on the console:-
COMPTLE{ LTERARY! [TRAVERSER]));

The panner in vhich the packege can then be used $s inlicated in the
following sections.

3.1 Operators

The elements of an oparatar set must be functions which mep from one
mrcblem state to another. If an operator fedils to rodure a new state when
appiied it should return "unflet” as & result {the standnnd fail state). The
operators applicsble to a wobiem are hended over to the Traverser in an
aryey via the identifier OPLYST. NUMEEROP must be set o the total mmbey
of operators in the array.

To give a simple example, if states arve integers>=0 and the operatars

mtoaﬂdmetomestatem‘mmsmfrmaatatamisemﬂdbesetup

nevarray([1 2],lantbon x; undef endl) > QPLIST; 2 <> NUMBEROP;
logbda x5 x+1 end -> OFLIST{1);
Janbda x; If 30 then x-1 else undef elose end > OPLIST{2);

The size of the operator set may be large (>4000) but 1t is suggested
TWat most potentially useful operators ave tovaxds the beginning of the arway.
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3.2 Operator Seleetion

Fach me an operator is to be applisd to & nole siate {eech iteration of
the funetion DEVEINP) the nale being developed is hanfed over to the funetion
SBINCTOP vhich is expected to retarn es its result the index muber of the
nexct operator to de applietd 4o the stateof the ncde. Inflex mumbers vange from
? 4o NUMHEROP, There is thus the opportunity of redefining function SELECTOP
so0 that the state of the nofle can be checked and the inflex murber incremented
over operatars which may not be useful for thet state, or of taking into
secout global varisbles on the state of the search. The result of SEIECTOP
can at maxbmm be NUMBERCOP but even i€ the function decides no operators are
appliceble to a state, substanitial savings could still cceur with large
operator sets. Xf the operatar with index number NWMBEROP is appided to a
node, the noile is mexked fully developed and will not be chosen to DEVEIOP
again. Thus no ncde with USAGESNUMBEROP will be hended over o SELRCTOR, IT
the operator whose index mmber is given by SELECTOP when applied to the ncie
feils to glve a new svate, DEVEIOP will te re-iterated, and so on untdl either
the node becoanes fully developed or wroduces 2 new siateo

SBIFCTOP by ¢efault is set to the USAGE selector funciion of the node-
Tms 8t each development the next operater in (PLIST not already apphied o
that node i3 triet wtll USAGE(nole )>NIMBEROP, If SELECTOP is altered by the
user he may reset it by executdng:~ USAGE <> SELECTOP; Note that when a
new node is added to the trwe its ustge is set to 1, thus the defanli setiing
for SBIECTOP will apply all operators to a state if 1% is called repeatedly.

303 state Sele@tion__

For purposes of ccuparison and oixlering of sitaties within the Traverser
the user mst supply two funcislanse

nz 18 used to test for equality betueen states. The identifier ERSTATES
is used Lo pass this funetion to the Traverser. So for +ve integer states

NONOP = <> BQSTATES; wouldl be sufficient. EQSTATES is used by NOTADD to
see if cach state mrotiuced by & TRAVERSE should be added to the tree. NOTADD
my be alierel by the user 1f special eheeks on 2 state are required or If it
is known that say, all states rofuced will be unigue and legal (see seeo 5.1.8).

The seccn! is & function to estimate whether one state is “better” than
another, it also esbofiles the goal recognizer. This fuwetion 1s handed over
to the Traverser via the identifier EVAIUATE. This evalvaticn funetion mst
{to simplify ~ see below) take as arguuents two state represenimtions and
wrotiuze & muber>=0 as & result. I the £irst arpument is eguivalent vo the
secoryl the result should be 0, otherwise & +ve numerieal result should be
wrotucesl which gives o measure of the closeness of the two parcmeters. Lover
values should be essceiated with states which ave eloser.

Suppose we wish to use the Graph Traverser to take an integer®=0 and
wransform 1% to another integer using the opsrators in section 3olc It
would be sufficient for the evaluation function to provide the difference
between two Iintegers tihmac~

lsabdle statel statal; abs(statel-statel) end > EVALUATE:
for firther detsllis of evalwmition functions see seetiam 4.

N.B., Gn entry to the Grazh Traversexr vie the entry function TRAVERSE, the
actial evaluation function used in the search is mme mroduced by rertially
applying the funetion EVAIIATE to the geal rarameter handed over to TRAVERSE.
Ioec, BVAIVATE(%GOAL%) -> EVAL; In TRAVERSE the GOAL perameter is not used
for anything else, it is thus possible to have no definite goal end wreat

the 2ml parameser as o dumy {or anything else), in such a case the evaluation
function can be thought of as & cost function mwroducing & numerical walue of
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the "cost" of the state rather than the romise of the state in cowpariscn
with another to which it is hoped the first can be transformed. However if

a bhi-directional seaxch is being cexrried cut {see section 3.6) the evalustion
function used i{s the two parameter EVALUATE function in arder to re-direct
the aeaxch to the "closest" states on opposite trees.

304 Search Paramsters

If the functions celled for above are inserted the Graph Traverser can
be applied to & problem using the entry funttions (see sections 3.5 and 3.6),
but there arz variocus parameters which mey first be altered to control the
zole of search perfarmed. All these parameters have defanlt settings as
indicated below in brackets. These parameter settinﬁuwm c¢hosen for 8-puzzle
solations which represent a moleretely complex prob solving sitwation.

3c4.1 FULLIBV (false) The ewlteh for full develorment or pertisl development.
If the switch is set false develomment of a node proceeds by
applying operatars to the state of 2 node until a “valid™ new
state (not & repented state or undef) is mrofuced. This is added
to the tree anxl the parent ncfle chezketl to see if any further
operators can be applied to it, before choosing a nev node for
development (in this mode Local Smootking is appliceble).
If the switch is set true development proceeds by applying all
operatars which have index mumbers greater than the value
moduced by the operator selection function (SELECTOP) to the
node stateof, adding ali “wvelld" nev states to the tree, and
then narking the node as fully cdeveloped {in this mode Loral
Smoothing is not applicable). ‘

3042 MAXSECS (60) This is the mmber of secandls to te spent on a search
bafore glving up 4f a goal s not been famsl- This specifies
the defauit resignation criterion for the search as given by
the LIMIT function (see section 5.1.7). If the Traverser does
use up this time “RESION" is printec (see sections 3.5 and 3.6).

3-4.3 MAXTRER (85) MAXTRER, MAXFRUNE, MAXCURTAIL and CURTEART together
cantrol the pruning of the search tree. MAXTREE is the
maxisue maber of nofles to be added to the partial search
tree before an attempt to prune is made. If MAXTREE is made
sufficiently large no muning will ocour.

3oc4 MAXERUNE (6) This paxameter is usec during yruning to decide the
depth to which pruning of the tree should be taken. The
muber of nodes along the path to the ewrrent best node, to
be munex] off is determined by caleuiatings-
(Iength of path to current best noda*MAXFRUNE)

P
o *

( MAXTREE - )
thus MAXPRUNE will be dependant on the relation between the
mmbexr of descendants likely to te produced for each node

chosen for deve tamMsmﬂnggaofmh%M
o full develoment). So if MAXTRER=10 MAXFRUNE =5
the tree below would be prumed thus (9 is current best node)

1 mmber of noles pruned otf-intot‘{éz;g_}-e
e 3 === path to current best nodle

ﬂ\/\
B® 9@ o0

- I.ﬂ\.>

80 %98 10
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30405 MAXCURTAXL {2) If the figure calpulated as above to give the muber

of ncdes on the rath ¢o the current best node to be muned

, , Trom the tree is mmll or zero, fow ar no nodes will be

L © removed Irom the tree during nornal mmuning. In such a ease

P it mey be desizable to get rid of nedes of high value in the
tree {not very mwanlsing nedes). This is done by the CURTAIL
function. The niwber calculsted from MAXFRUNE is eanpared
with MAXCURTAXL and if it &8 less then or equal to MAXCURTAXL
the funetion CURTAIL is entereds

30406 CURTPART {0.4) This is the wroportién of the bobvtem of the WEE list
© . vhich is checked for curtailing. If & noale has USAGE=1 (ice.,
hes hed no operators applied to 4t} and is in the lover
CURTEARY of the TREE it is rcmoved from the TREE by CURTAIL.

30teT W {0.1) . This is the control porameter for the Local Smoothing
scheme. If this is set to O there is no loral smoothing effect.
Local smoothing only epplies in pariial development mode. It
is a protess whereby the value of a node cen be changed in
the Light of the evalvated values of the nodes generated from
ite Thus allowing ncdes given's low vaiune by the evaination
function and then foundd to be ecensistantly roducing nodes of
onky high value to be put eside in favowr of others @ allowing
high valued nodes to be upgraded in a similar vay. If loeal
smoothing orerates, each time o node 1s gencrated fram o parent
nclle the VAIUEQP the warent node is altered es follows:- v

esent, VALUEQF node*VALUEQF senerated node
T+ W

30408 SPLECTOP (usnge) See section 3020
3.5 gingle Trea Searches
3:5.1 Traverse

The entyy function TRAVERSE tokes as parameters an initial state in any
representation anl a goal vemresentation {in 2 fom suiteble for periial :
application to the function EVALUATE « the user hos the thoice, as a geal to
TRAVERSE need not be o state representation). TRAVERSE produres os a yesuit o
dist contaldning in sequence all NODES cn the rath hetween the initial state _
and the state evaluated with a $&76 Value 4F this is found, Altermative resulis
{when GROITHER (see seetion 5.1.2) kes not been assigned 4o ~ see section 3o5-2)
aress '

a) In the event of the resignetion criterion (specified by the function
LIMIT - see section 5.1.7) being reached before a goal 48 Pound RESTGN
is printed and the xesult is & ilst of all noles an the path between
the inltial state and the current best staie.

b} If all applicable operatars ave applied o all avalisble stetes In
the parial search tvee without mroducing any new stote UNSQLVE is
mrinted and the result of TRAVERSE is "nil”, This could ccewr if the
rcblem is unsolvable in the representation given or if puning is
ton extensive.

To find infornption about the sepsch afier it is ternivated we could ~
use the mrimitive doublets used to avcess ecuponents of the node (see section
2) and the MAPLYST entl AFFLIST facilities of POP-2. For this and BITRAVERSE
{the other eniry function to the Gragh Travorsexr facilities) the date and {ime
is printed &b the beginmming aml el of the sesxch.
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3:5.2 Traverse for e Best State

A function to enable sesrches for a2 "best” state to be made is avaliable
on the awdliary Feckage obtainable, so long as the Traverser Packege has
alreedy been conplled, by typing on the console:-

COMPYLE( LIBRARY( [TRAVERSER EXTRA]));

The TRAVERSE entry function is used for such & search, but GRONTREE must
be set to the BESTGROMW function avaliable on the auxilisry rackage. This can

be dome by typming:= BESTGROW «> GROJTREE;

The BESTGR(W function during operstion holds & pointer to the test node
foundl as evalyuated by the evalustion function (note this may not be the
currant best node), but continues searching until 2 node of no cost {cost=0)
1s faund or until the resignetion criterdion is reached. This is thus a means
of seayching when no definite goal may dbe found or when the resignation
eriterion 1s expected to be passed. (n & RESYGN or UNSOLVE the rath given
es 8 result of the Traverse will still give the route 4o the best node
found during & search. In this case RESIGN will infdlicate a normal termination,
no waxxl rinted will dnclicate a zers valued state has been found. Pruning is
not applicable to searches for a "best" state, anl it shoull be noted thet
MAXTREE in this caese is not used,

When using BESTGRGY in this moamer FRUNE MAKEROOP CURTAXL BITRAVERSE
PIFGINODE ant! BIGROWTREE may be Cennelled.

3.6 Double-tree Searches

Bitruverse

This entry function is avalisble on the swdliary packege cbtaineble,
wovidedl the Traverser rackage has alrexly been camplled, by typing on the

eansole -
COMFXLIE( LIBRARY( [TRAVERSER EXTRA]));

BITRAVERSE allows & hewristic search to procead in two directions. T™wo
mriial search trees are grown, one with initial node the initial state
rewesentation, and the other with initial node the goal remesentation
which mst be in the fam of another state remresentation for bi-directicnal
tree seaxches. The evalhuetion function used must take as its paremeters o
state remesentations and give a measure of the "distance™ between them, 0
for equivalent states. It is honded over vie the identifier EVAIUATE. The
seayech cantinues by developing noles on both trees, using &s its intexrnal
evaluation function the EVAIUATE function with the second raramster the
"best" state on the opposite tree at each development, until & node with
the same state 1s put on both trees,

At each development a switch is set to imifeate which tree is being
developed. This is held in the global variable DIRECTION. If DIRECTL(N=1
the forwaxd tree is being developed, otherwise the reverse tree is dbeing
developed and DIRECTI(N=0. All user defined search functions may take
accamt of this. Thus 1f for instance there are different operatars for
the forward end roverse trees (and a further complication there are 4
forvard operators and 2 reverse oues), then we could set up OFLIST as
follows using the POP-2 facility of treating arrays anl functions in a2
sizdJar mamer (FOPS holds the farward opsrators, ROPS the reverse cnes).

4 => NUMBEROP;

Iapbde 1; 4f DIRECTI(N then FOPS{i)

elseif {=< then ROPS(i)
else Jambda 1; undef end ¢lose

el => (PLIST;
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SEIRCTOP (the opsxmtor selection functicn) can be similerdly defined, es
far the ebove case it mRy be wise to do 80, However if it is wished all uger
defined functlions may be as for & normal TRAVERSE, not taking into accaunt
the DIRECTIN of a seaxrch. STILIADD before each entry to DRVELOP is zeroed
go thet if this is set an exit Prom DEVEIOP & new hode has been added to
& tree and the corvesponding tree count can be incremented (FONTREE o
ROAVREE) and 8 test far & repeat on the opposite trea made,

. In BITRAVERSE only partial develomment is avalisble (only one or no
nodes axre added to the tree at ecoch development). Also Pm(ming is not
avaliable as a stoaxddard feature « but could be implemented by the user
using the BIGROWTREE function (sce section 601.2). Onee agpin MAXTREE is not
usec, RITRAVERSE takes as parameters two state rerresentetions and tries
to woduce a st of the nodes on the wth between the two stetes. On RESIGN
or UNSOLVE result is "nil". OQFUSED of the nodes will not indicate the
difference between forvard and reverse¢ operatorac

When using BISRAVERSE in this ramner TRAVERSE GROWTREE FRURE MAKEROOT
CURTAZL and BESTGROW may be Cancelled. '

3oT Recursive Calls of Traverser
3,71 Problen Reduetion

Consider the coce whare prcblem states are algebraic equations to he
integrated. Complex equaticns could be reduced to & ccubination of simpler
integreteble equations e.g."the integral of & sum is the sum of the
integrals" would be 2 useful rule to be sble 4o use for this task. An
operator vhen applied to & suitable state may, for suweh o problem, split
up the equation sums and try to integrate eech subeequetion sepsratiy.
Traverser can be called recursively t6 help solve this sort of poblem, The
method 1s autlined in section 3.7.2. There ere weny different ways such
sub~pecbhlems can be nmanipulated within Traverser. For instance it would be
possible to Imve & "“Gop-level” Tyaverser appliestion to bresk a state into
lts sinplest sub-states by using a set of reduction operatars, and them when
2 simplest sub-state is found it could be operated on by Traverser in the
normal, way using another set of opexstors. Or both tyres of operators could
co-exist in ane system. The subercblem solution methods using recursive
ealls ray be useful in finding applicable orerators in SEIRCTOP and in 8
vhole vardety of specinl problem solving methods.

3.7.2 Recursive Call Methol

To use Traverser {ar EiTraverser) within an cuter call of itself, it is
necessary to create new inctances of several variables giobal to the search
to be made, but not et the same program level as any other active Traverser
call (l.ec, if Traverser is to be called frem within an operator of an outer
search, the varisbles should be declared local to the operator). The
variables vhich mist be redeclaved in this manner are of 3 tyges:.-

a) the variables used o hold information necessary to the searching
nechanism. These must be re«decliared for immex calls or the outer
search will be upset, These are for
TRAVERSE - PATH STYLIADD EVAL INTIME

= BYTRAVERSE « STILIADD EVAL INTIME, FULLDEV (if fulldev=l elsewhere) -
b) the variables wirch contain infarmetion for the user for his use
. during or after e search, If any of this infamation is needed for
an outer search they must be re-decliared. These are for
TRAVERSE « TREE DEADIRER (NTREES OPMUM NEW BEST
BITRAVERSE ~ TREE I'BADTREE RTREE RDBADTREE DRECTION (MTREES (X
OFtM NBY BEST
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¢) the semrch pereumeter and guidante veriables. If these are not

re-tleclared the search will use the last global instante ceclared

of a variable. Hovever they mey be re-declared and reset if other

values axe required for the search to be mede. These ere for

TRAVERSE « FULLDEV MAXSECS MAXTREE MAXFPRUNE MAXCURTAXL CURTEART W
SEIFCT(P QPLIST NUMBER(QP EVALUATE BEQSTATES LIMIT NOTADD

BITRAVERSE ~ MAXSECS SEIECTOP QPLIST NUMBEROP EVAILUATE EQSTATES W
LIMIT NOTADD

nece these re«declaretions are nade, Traverser way be called within the
scope of the vardiables., Information aboub operators applied dwring sube

wroblem salutims may be extracted and held globally, or using the Pruning
foacilities of Traverser added divectly to the PATH of the main cuter searchs.

4. EVALUATION FUNCTYCNS

The BEvaluation Function is erucial for the success of heuristic searches.
This function should pdck on any rarticular features of the state rerresent-
atia in order to estimate the difference beiireen two states or a state and
a goealo ‘

4,1 8-Puzzle Evaluation Function

As an exanple consider the S-puzzlie for which a full applicetion
Pckage forr the Grayh Traverser in vericus modes is given later (see section
8)» A puzale has nine cells all of which hold & blotk except one vhich is
empoy- The cells ere mubered thus

a perdiculay configuaration is

g By

T- i 1'.'1 fﬂ
1215161 neld as a 9 element POP2 strip
1716191 with the empty block=0.
1714
1877161  would be remesented by °147606325]. Tha blocks of the pugzle
318151 are re-erranged to form a specified configuraticn-

In oxler to construct an cvaluwation funciion for searches involving
the 8-puzzle we must lock for meeningful features of a state representaticm.
such & fentire may be the mumber of blceks not in theisr corxect cell as

rewesentetl by & goal siate, whith cculd be preset but we will allow %o be
any other siante (Ax - vhere i is the block nunber). Thus a check must be made
for each block of & canfiguration to see if the same blork is in the same
ceil of the goal being compared. The distance (in terms of shortest nuber
of slides if no other blecks interdered) a block is away from its "geal”
cell also be importent (Bl). We may wish to ignore the space (i=D) from
theae%smerationso There: oz’*’g ve wan%' to find ailgguitable cﬁingtim)z of
£AL anl €Bg for L= to 8 to use as an evaluation function. Tids must be
done by trial aml exyor or using evahmation function parameter optimisation
methods with the Grath Txaverser itpelf (aee‘!nﬁ.ehie and Ross ML 5). A useful
combinaticn for the B-puzzie is 55,4z + 7€, By - So the evaluation function
could be constructed in POP-2 as follows:e

leatde config geal; vars hewrval & dis blockval;
9 «> i; Oudheurval;
L: subserc(i,config) ~> blorkval; cament °find the block in the i th celll;

if blockval then DXSTANCE(L WHEREIS(blorkval,goal)) => dis;

comient *if bleclk#0 then find distante bhetween where
block is and where it should vel;

if dis then hewrval+s5+7%{din13) => heurval close;

close; i-1 «> I3 12 4 then goto L close;

heurval

end <> EVALUAYE:
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The awilisry functions, DISTANCE entl WHEREIS; and the rest of the
8«Puzzle applicadion rackege axe described in section 6

4.2 Searches with & Preference for short Paths

As Pohl (MI 5) the eaduation function m2y not just purely give e value
for o particular state but may itske into aecount its depth in the seaxrch
“wree. The seaxch thus baing guided by a canbination of the heurdstic value as
glven by an evelwmition fimetion say £, and the depth of the state genexated
in the tree, say d. Then far 0=< q <ithe search 15 guided by (1-q)d + a¥f
vhere q is & varieble parameter.

A state could be represented as say, & mir, vhose front is the normal
state rerresentation and vhose back is 1 plus the integer in +the back of
the stete it wes genersted from (vhere the inlitial state of & search is o pair
vhose back is set to 0). Then in EVAINATE this could be emsily dealt with
by letting the state back represent d. The operators of such & system would
have to grotuce & air, incramenting the back of a state mwmir to produce the
new state back.

403 Bvaluating Features

As mentioned in section 4-1 the evalmtion function should pink on
featwres of & state deseription to esthimte the distanze a stete is from
a geal: The ddea of section 4.2 18 to a2dd the depth of the scarch as ancther
feature for evalration. (bviously a sizte description coulsl bte a Dain
Structure rerresencing any feature thought to be relevant and my in fact
Just contain & nuder of such festures end not an explicit problem state.
Operators in thls case would have to apply to the feature descriptions
altering then into new deseripticns. Such a siate deseripiion is calied an
"IMAGE" . This remreseniation my form the besis of problem solving systems
which can sensibly choose orerators sccording to the festures of a state
which they alier and in the light of those mroblem features not lLike the
corresponting feoture in & gealo. This is the "differenrces” evaluation basis
of GFs (Bxnst and Newell 1969). It may be useful to realize that several
varisbles vhich contain inforretion abount & peaticulay sitate are glchal to
the EVAUUATE function when it 18 called {see notes 5.2.5 anfl 5.2,6)«

7o [RAVERSER
5,1 Fupptions eveliable to user

5.1.1 TRAVERSE ¢ state reprecentaticn, goal representation => path;
This function is an entry function f@ 2 single geal diretted
heuristic search as explained mevicusly in sectian 3.5-

5¢1.2 (RONTRER ¢ tree jdeadtree = deadtree,iree
The 4ree held in TREE, TEADTREE 4l gicbel PATH ic grom using EVAL
as its single peremeter distance from geal estimmtor,; under the
constyalnts of the search ravameters. M exit global MATH is left
alterad and the o resulis hold the rest of the grom txes,

5013 INSERT € node, tree => tree;
Insexis a note into the axdered collection of nades on the tree
accarding to its VAIUEOF. (MTREES is not altiered by INSERT.

9-%04 HADBEFR € state, tree => tyuth value;
Profuces true Af the state is a repeat of the STATECF any node on
the tree, otherwise mroiuces false.
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5.1.5 MAKFROUZ € roothote,tree deadivee => deadiree,tree;
Makes roomofle the new root of the tree represented by tree and
deadltres, making PARENT(F(rootnctile )="undet” end deleting all ncdes
in the tree which canmnot be retxacsd to the new root.

5,1.6 CURTAIL € tree > tree; ‘
Removes all nodes in the lower CURTBART of the list TREE with USAGE=1.

5.1.7 LIMIT € () => tyuthvalue;
Returns txue if the resignation criterian far search is reached.

5.1.8 ROTADD € state => truthvalue;
Returns tive if state should not be added to the tree as a new node.

501.9 The Functions of the TIMERACK library rackage:-
_ TATRETIME £ () => otrip; SECSINCE € integer => integer;
MTETRE preduces & strdip with the date and time.
SICSINCE mrotiuces the murker of scconds since an integew
representotion of the time initialised by SECSINCE(O)

5.2 Usaiul variables

5.2-1 INMIME  the integer rep. of the time an entry function was enteretl.

5.2.2 TPEE,IBADTREE andl PATH hold the carresponding parts {cee section 202)
of the seorch tree on exit fraz Traverser.

5:2.3 (MMREES  indtielized on entry to Traverse it holds the number of NODES
generated during the search,.

5.2.4 MW  holds the result (a state or wunxlef) of tke lmst operator applied
in a DEVEIOP. On exit from an entry function this holds the last
state generated during a search (it will be the junction state of
the two trees in & BITRAVERSE).-

5:2.5 BEST & glcpal variavle which holds a pointer to the node whose STATEQR
was uged Lo apply operators to in the last call of DEVELOP.

5:2.6 (JAAM holds the imlex mmber of the lasi operatcr applied to & state.

5.2. T STKLIADD heolds the mumber of nodes whizh can still be added to the
partial seaxch trec before pruning is attempted. MAXTREB-STILIATD
18 the mmber of ncdes on & partial search tree-

5.2.8 other global variables CONSNODE IESTNODE STATECF PARENTCOF VALUEQF USAGE
OFUSED W MAXTRER EVAL MAXSECS BQSTATES EVAIUATE OFLIST DEVELOP FRUNE
MUMBRROP MCGIVE MAXPRUNE FULIDEV FINDEATH SEILECTOP CURTRART

N.B. The Traverser package occupies 1.8 words when coupdled on an ICL 1900,

6.1 Funrtions availisble to user

6.1.1 BITRAVERSE & state representation, state repesentaticn => path;
This functlon is an entry function for a biedirectionnl heuwristic
seaxrch as explained previcusiy in section 3.6.
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6.1.2 BIGR(WTIEE ¢ tree,deadiree rivee rdcadiree =>
rdeadiree prirvee deadtree  rece;
Thle fum.tw on grows the two trees, represcnited by the aremeters,
using EVALUATE as an evalvation funetion to measure the distance
between the two trees.

6.1,3 BUSTGROW € tree;desdiree -> desdtree,tree;
This funetion grows the tree, represented by the rarameters, and
holds & pcinter to the beot state mroduced. The bhest ncde pointer
is edded to the headl of the tree list cn exit fram BESTGROM in all
enses. PESTGR(N ray be assigned to GROWTREE for & TRAVERSE search.

6.1.4 FNTRNDE € state, tree = ncde;
finfls the ncde with the state given by its ctarameter in the tree.
such & node mast exist,

6.2 Useful variables

THTOME ONTREES NEW end OFNUM are as for Traverser.

6.2.1 FOWREE holds the mmber of ncles  the forwerd growing tree
during a BITRAVERSE.

6.2.2 RAREE  is the reverse ‘ree equivalent of PONRER.

6,2:3 DIRECTICN  holds 1 £f the eveloment of e BITRAVERSE is on the
Torvard tree or 0 for o develorment cn the reverse treea

6.2.4 (X is set o “true” after & bitraverse if the seorch terminatet
narnally, othexwise (K is sot “false".

6c205 RTRER and FDEADTREE  holds globally the trec groun in the veverse
direction duing a BYTRAVERSE, TREE endl DEADTREE hold the
coryesponting foruarxdl grom tree rarts.

N.B. The Traverger Extro 1ackage cccurdes 0-5K words when compile on ICL 1900

agrarh traverser descriptiong AN APFROACH TO AUTQMATIC FROBILEM-SOLVING
muning ' DIRAN M1 1
evaluation funetion opidmisation, EXFERIMENTS WITH THE ADAPTIVE GRARH
opavater selection methods, TRAVERSER
loeal smoothing, G4 MICHIE =l ROSS ML S
heuristic search algoeditlms, FIRST RESULTS (I THE EFFECTS OF ERRMR IN
shortest ath seaxches HEURISTIC SEARCH

PHL oMLY
Qouble tree meorches BI-DIRECTY.(MAL SEARCH

PHL ML 6

Troblem wedurtion wroblem solver  GPS: A CASE STDY IN GENERAIITY AND
FROBIEM SOLVING
ERNST antl NEWELL ACATEMIC FRESS 1969

heuristic and ful) search methcls, PROBIEM SOLVING METHODS IN ARTIFICYAL
mroblen retiction, siate space DITELLIGENCE

NIISsStN ' M:GRAW-HLLL 1971
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8, B-RIZZIE EXAMPLE APPLICATICN PACKAGE AND RUN

For detssls of the B-puzzle state remesentation and the vay the
evaluation function warks, see section 4.1. The Grarh Traverser will be used
to find a sequence of moves which vwill transform one Bepuzzle configuration
40 another.

COMPIIE( LYBRARY( {YRAVERSER] )) ;

lendbéla. stripl stxip@; vars i; 9 «» i;
L: 1f subscre(di,stripl)=subscrc(istriz®) then i«l «> i;
1f 1 then goto L close; true eclse false close
end «> FQSTATES;

function WHERBIS x config; vars 13 9 «» i;
comenttfind th7 subgere mmber of the cell in confilg, the block
% is ini;
_ L: if subscre(i,config)=x then i exdt; £-1 > i; goto L

'&‘M,

function DISTANCE i J; vars quotd remj quoti rawd;
camment ' £finl the shortest move distance bvetveen cells 4 and jl;
(11)//3 «» quotd => vemd; (J=1)//3 > quoty <> remy;
abs{quotis-quot] ) sabs(remi-vem) )

end;

lagiode config geal; vexrs hewrvel i dis blockval;
9 «> 313 0 «> hewxval;
L: subscre{ijeonfig) <> blockval;
if blockval then DESTANCE(L WHEREIS(blockvelygeal)) > dis;
if dis then hewrvals5e7%{aist3) > heurval close
close; i=1 «> i; if 1 {then goto L close;
heurval
end > EVAIUATE;

function MEWCNFIG olden movsp; vars nxten specat spacto;
WHERELS(0,0lflen) < syeeat; spacatmovep > spacto;
if swmetd9 or smetvoi o abs(era.se((spcato‘ﬂ)//35oeraae((sxn@to«l )/ /3)1>1
then wdef exit; coomentlcheck no attempt to move space rast the end or

mysically through more than one syace in OLDCN|;

copy{olden) <> nxten; subm;rc(spactoﬂ nxten) <> subsers(spacat, nxten);
0 => aubscrc(spacto, nxten)s nxten

end;

NIWCNFIG 15 the general opexratar, it represents an attempt to @modure & new
state (HXTCN) from & state (GLDCH) by moving the smee in OIDCN (in cell SPACAT)
by the mmber of spaces in MOVSP through the strip remesentation of the

configuration.

neemm;%l 4% Ianbde ¥; wilef entd) => OPLYST; 4 <> NUMBERCP;
MENCNFIG(% 1 § o> aPrxsm(1); Operator to move space rightc
NIWCHFIG(% =1 %) => OFLIST(2); Operator to move smce left.
NEWCNTXG(% 3 ‘r’S => OPLYST(3); Operatar to move space down.
NEWCNFL f% 3 %) <> DPIIS&'MS; Operator to move BIace up-



funetion DOEROBIEM; vars i config geal solution;
1 o> i3 dnite(9) > configs
(RIGIN: .ltemread «> pubscre{iconfig); i+l > i;
if 1=<9 then goto (RIGIN close;
1 «> 1; inite(9) <> geal;
GOALIN: .itemread -> subscre(igeal); 1%l «> i;
if 1=&9 then goto GOALIN close;
TRAVERSE{config,xcal) «> solutim;
applist(sclution,lenbda x; 1.nl; pr(smTEC!FSx));
pr{OFUSED(x)); pr{VALUECF{x)) end)
end;
0 > W; ecament *no lceal smoothingl:
~COPRIBIEM;
152 803 ¢ 76
123 45617%80

200ANTY AT 10.53.28
200ANT1 AT 10.53.33

11528034761 O 133.C0
*152083¢76] 2 84.000
uuaunmuuuuuetc‘
123456781 3 ©

CANCEL FRUNE CURTAIL MAKERCQOT;

CAErIB{ LYBRARY( [TRAVERSER EXTRA]));  CANCEL BESTGRW;
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Portisl developwent for BITRAVERSE, FULIDEV reset on entry to BITRAVERSE
Use DOFR(BIIM for entxy to BITRAVERSE, clthough VAIUECF may heve little
meaning when mwrinted. Put BITRAVERSE in place of TRAVERSE in DOFROBLEM.
The sawe operetors cen be used for both farvard and reverse trees in this

cese.

BITRAVERSE «~> TRAVERSE;

1 52 803 476
123 25671780

20JANT2 AT 10.54.05
ZOTANT2 AT 10.54.10
'152803476] 0 133.00
19500834761 2 82,000

uuwmum-nnnmme

*123456780] 4 133,00

Ve caldd at this stage find vhere the farward and reverse grown trees
joined by printing the state held in global variable NEW {only applies

if the search terminated K" ).
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APPENDIX B « PROGRAM LISTINGS

[TRAVERSER]

COMMENT® AUSTIN TATE..TRAVERBER..? DEC 1971 ]

VARS W MAXTREE EVAL MAXBECS DESTNODE CONGNODE INTIME STATEOF PARENTOF
EQSTATES EVALUATE OPLIST NUMBEROP SELECTOP MAXCURTA NEW CURTPART
USAGE OPUSED MCGIVE VALUEOF ONTREES MAXPRUNE PATH FULLDEV OPNUM
TREE DEADTREE BEST STILLADD;

RECORDFNS("GTNUDE" {0 G 0 92 12]) => OPUBED => USAGE «> VALUEOF

=5 PARENTOF -> STATEUF -> DESTNODE «»> CONSNODE:
60 => MAXBECS: 25 => MAXTREE:; 6 => MAXPRUNE: 2 =5 MAXCURTA: 0.1 => W:
USABE => SELECTOP:; 0 =»> FULLDEV:; 0,4 ~> CURTPART:

APPLY(°33000$01HAD3PA040$02HA06PA07[H00lp
CONSWORD(21921v45033v3593895394608)oVALOF‘ - MBGIVE:

FUNCTION DATETIME; °00000000 AT 00000000!.MCGIVE END:

FUNCTION SECSINCE ORSECS; VARS T8 NEWSECS: DATETIME «» TS:
(SUBSCRC(16,75)*10+8UBSCRC(17,TS) ) *60

+SUBSCRC(19,T8) *10+5UBSCRC(20,TE)~0RSECS -> NEWSECS:

ENDIF NEWSECS<0 THEN NEWSECS+3600 -> NEWSECS CLOSE: NEWSECS

FUNCTION FINDPATH NUDE: VARS PATH; NIL -> PATH:
L: NODE::PATH =» PATH: PARENTUF(NODE) -» NODE

N IF NODE=UNDEF THEN PATH EXIT: GOTO L

END >

FUNCTION LIMIT:
IF SECSINCE(INTIME)>MAXSECS THEN TRUE ELSE FALBE CLOSE
END:

FUNCTION HADBEFOR NODESTAT TREE:
L: IF TREE.NULL THEN FALSE EXIT:
IF EQBTATES(NODESTAT,HO(TREE) .STATEOF) THEN TRUE EXIT:
TL(TREE) -> TREE; GOTO L
END;

FUNCTION NOTADD ST:
IF 8T=UNDEF OR EQSTATES(ST,STATEOF (BEST))
OR HADBEFOR(ST,TREE) OR HADBEFOR(ST,DEADTREE)
THEN TRUE ELSE FALSE CLUSE
END:
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FUNCTION CURTAIL TREE; VARS NEWTREE LIMIT HEAD: NIL =» NEWTREE ;
INTOF(LENGTH(THEE)*GURTPAHT) «> LIMIT;REV(TREE) ~> TREE;
L3 IF LIMIT THEN DEST(TREE) ws TREE ~>» HEAD:
IF UBAGE(HEAD)>1 THEN HEAD: :NEWTREE -> NEWTREE
ELSE 8TILLADD+1 «> STILLADD CLOSE;

LIMIT»1 > LIMIT; GOTO L CLOBE; REV(TREE)<sNEWTREE
END;

FUNCTION MAKEROOT ROOT TREE DEADTREE;
FUNCTION PRUNETREE TAEE; VARS NEWTREE HEAD LAST PAR;
NIL «»> NEWTREE:
L1: IF TREE.NULL THEN REV(NEWTREE) EXIT:

DEST(TREE) ~> TREE =s HEAD; HEAD ~» LAST:
L2: PARENTOF{LAST) > PAR;

IF PARSUNDEF THEN

IF LASBT=ROOT THEN HEAD: :NEWTREE ~> NEWTREE:
ELSE STILLADD4+% ~> STILLADD CLOBE: GDTO L1
CLOSE;: PAR ~» LAST; GOTO L2
END:

UNDEF =3 PARENTOF (ROOT) ; PHUNETREE(DEADTHEE)DPBUNETREE(THEE
END:

FUNCTION PRUNE DEADTREE TREE: VARS PPATH OFFP PATHOFF ;
FINDPATH(HD(TREE)) -» PPATH:
INTOF (LENGTH(PPATH ) #MAXPRUNE /MAXTREE) > OFFP:
IF OFFP=<MAXCURTA THEN CUATAIL(TREE) =» TREE
IF OFFP=0 THEN DEADTREE,TREE EXIT CLUSE: PPATH
L: OFFP=1 «> OFFP: IF OFFP THEN TL{PPATH) «> PPATH;
HD(TL(PPATH)): NIL w» TL{PPATH) s

PATH<>PATHOFF => PATH: MAKEHUOT(TBEEgDEADTHEE)
END -

~> PATHOFF:
BOTO L CLOSE:
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FUNCTION INSERT X TREE:
VARS NUDEVAL TREE%:; NIL ~»> TREE1; VALUEOF(X) «> NODEVAL:
L: IF TREE.NULL OR NODEVAL<VALUEOF(HD(TREE)) THEN
REV(TREE1 ) <>(X::TREE) EXIT:
DEST(TREE) -> TREE; ::TREE?1 ~> TREE1; GOTO L
ENOD3

FUNCTION DEVELOP DEADTREE TREE:; VARS STAT HEURVAL:
DEST(TREE) => TREE -»> BEST; STATEUF(BEST) -> STAT:
L: SELECTOP(BEST) «> OPNUM: UPNUM+1 «> USAGE(BEST):
STAT,OPLIST(OPNUM) ,APPLY «=> NEW:
IF NOTADD(NEY) THEN IF OPNUM<NUMBEROP THEN GOTO L CLOSE:
ELSE EVAL(NEW) > HEURVAL: ONTREES+1 ~» ONTREES:
INSERT(CONSNODE(NEW,BEST HEURVAL , 1,0PNUM) , TREE) > TREE
STILLADD=1 =3 STILLADD CLUSE:
IF OPNUM=NUMBEROP THEN BEST::DEADTREE,TREE EXIT:
IF FULLDEV THEN GOTO L CLOSE:
( VALUEOF (BEST) +W*HEURVAL) /( 14W) => VALUEOF {BEST) »
DEADTREE ,INSERT(BEST, TREE)
END:

FUNCTION GROWTREE TREE DEADTREE: DEADTREE:
L: IF TREE.NULL THEN PR{“UNSOLVE"™):
ELSEIF LIMIT() THEN PR(“RESIGN™)
ELSEIF VALUEOF(HD(TREE)) THEN
IF STILLADD=<0 THEN PRUNE(TREE) -»> TREE CLOSE:
DEVELOP(TREE) =~> TREE: GOTO L CLOUSE: TREE
END;

FUNCTION TRAVERSE STATE GOAL:
2oNL: PRETRING(.DATETIME,CUCHAHROUT): 2,NL-
SECSINCE(D) => INTIME: EVALUATE(% GOAL %) =-> EVAL:
NIL ~> PATH:; 1 «> ONTREES; MAXTREE=~1 => STILLADD:
GROWTREE(CONSNUDE (STATE ,UNDEF ,EVAL{STATE) 1 1,0) s sNIL,NIL)

«=> TREE =» DEADTREE:

IF TREE.NULL THEN NIL ELSE PATH<>FINDPATH(HD(TREE)) CLOSE:
2.NL: PRSTRING( .DATETIME,CUCHAROUT): 2.NL:

END:

PRSTRING(’
TRAVERSER READY FOR USE
! ;CUCHAROUT)
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[TRAVERSER EXTRA]

COMMENT® AUSTIN TATE..TRAVERSER EXTRA..9 DEC 1971 t;
VARS FONTREE RONTREE DIRECTION RTREE RDEADTREE OK:;

FUNCTION BESTBROY TREE DEADTREE: VARS VAL PNTRBEST BESTVAL:
10¢9 -> BESTVAL; DEADTREE;:
L: IF TREE.NULL THEN PR(™UNSOLVE"™)
ELSEIF LIMIT() THEN PR(“REBIGN"™)
ELSE VALUEOF(HD(TREE)) = VAL
IF VAL<BESBTVAL THEN HD(TREE) -» PNTRBEST .
VAL «»> BESTVAL CLOSE:
IF VAL THEN DEVELOP({TREE) w» TREE; GOTO L CLOSE CLOSE:
PNTRBEST: s TREE
END:

FUNCTION PNTRNODE STAT TREE;
L IF EQSTATES(STAT.STATEDF}HD(TREE) THEN HD(TREE) EXIT;
TL(TREE) -> TREE: GOTO L
END:

FUNCTION BIBROWTREE TREE DEADTREE RTREE RDEADTREE;
L: IF LIMIT() THEN PR(“RESIGN") GOTO OQUT
ELSEIF TREE,NULL THEN IF RTREE.NULL THEN PR{“UNBOLVE"™) GOTOD OUT
ELBE DEADTREE; GUTO RD CLOSE CLOSE;
IF ATREE.NULL THEN RDEADTREE
ELSEIF FONTREE>RONTREE THEN TREE: GOTO RD CLOSE: RTREE:

oHDSTATEDF > FROZVAL(1,EVAL); 0 => STILLADD; 1 = DIRECTION;
DEVELOP(DEADTREE , TREE) =5 TREE ~> DEADTREE s ‘
IF STILLADD THEN IF HADBEFOR(NEW.RTRFF)

OR HADBEFOR(NEW,RDEADTREE) THEN 1 ~s OK:; GOTO OUT CLOBE:
FONTREE+1 =» FONTREE CLDSE: GOTO Le

AD: GHD.STATEQF w> FROZVAL{1,EVAL): 0 => STILLADD; 0 -~> DIRECTION:
DEVELOP(RDEADTREE yRTREE) w> RTREE => RDEADTREE
IF STILLADD THEN IF HADBEFOR(NEW,TREE) OR HADBEFOR(NEW,DEADTREE)
THEN 1 -> OK: GOTO OUT CLOSE: »
RONTREE+1 ~> RONTREE CLOSE: GOTO L:
OuT: RDEADTREE . RTREE ,DEADTREE , TREE
END:

FUNCTION BITRAVERSE B8TATE1 S8TATE2: VARS EV:
2oNL; PASTRING(.DATETIME,CUCHARGUT); 2,NL; 2 ~> ONTREES;
EVALUATE(%STATE2%) =-> EVAL:; 1 «» FONTREE: 1 <> RONTREE:
SECSINCE(0) ~> INTIME; O =~> FULLDEV; 0 =-> OK: EVAL(STATEY, s EV:
CDNSNDDE(STATE1DUNDEFQEV,1,0)::NILo NIL,
CONSNODE(8TATEZ°UNDEFDEV,1,0)::NIL, NIL .BIBRAWTREE
=> TREE => DEADTREE ~> RTREE > RDEADTREE;
IF 0K THEN FINDPATH(PNTRNUDE (NEW, TREE<>DEADTREE) ) <>
TL(REV(FINDPATH(PNTHNODE(NEW,RTREE<>RDEADTREE))))
ELSE NIL GLOSE: 2,NL: PRSTRING( .DATETIME,CUCHAROUT): 2.NL:
END:

PRSTRING( ®
TRAVERSER EXTRA READY FOR USE
$ \CUCHAROUT)



