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FOREWORD 

In the early days of artificial intelligence, the word "planning" meant something different 
than what it means today. In their summary description of the problem-solving behavior of 
humans, Feigenbaum and Feldman 1 wrote: "A subject using a plmrnirrg method abstracts or 
simplifies a complex problem. He then solves the simpler problem and uses the information 
obtained in the solution of the simpler problem in the solution of the original complex prob­
lem. This technique has also been included in CPS ... " 

Around 1970, my colleagues and I at SRI began using the word "plan" in its more usual sense: 
a detailed formulation of a program of action. 2 This volume contains many of the important papers 
that propose and explore techniques for automatically formu lating and using such programs 
of action. And, recalling the earlier definition, many of the papers are concerned with hiaarclri­
cal pla111ring, in which the high level actions that achieve a simpler, more abstract goal are used 
to guide the search for primitive actions to achieve a more detailed one. 

Action. How closely associated it is with intelligence! Animals act; plants do not (except in a 
strained and limited sense). Animals are intelligent; plants are not. And the most intelligent 
animals (I suppose that's us) are able to think before acting and condition actions on thoughts. 
Thinking about the consequences of actions before being forced to experience them is the 
essential part of planning; the result of such thinking is a plan, and the most im portant part 
of a plan is the part that specifies what to do next. Since all animals act, sonretlring tells them 
what to do next, but we really don't know to what extent animals other than ourselves make 
and usc plans. 

We, the planning animals, know that planning is necessary for effective action, and therefore 
most artificia l intelligence researchers want their computer systems to plan. The enterprise 
of attempti ng to build such systems has uncovered a multitude of questions about how to 
represent and reason about the effects of actions. We have the frame problem, the qualification 
problem, and the ramification problem-to name a few. 

Because there are animals that seem too simple to be capable of planning but are nevertheless 
capable of quite complex behavior (consider the bee, for example), some artificial intelligence 
researchers1 have decided to concentrate first on systems that act but that do not plan . It is as 
if those researchers believed that the ontogeny of artificial intelligence must recapitulate the 
phylogeny of natural intelligence. 

The present volume contains most of the important work of researchers (myself included) 
who predict that we can bypass those eons of evolutionary history that produced only dull 
animals which made no plans. We want to build machines straightaway that would rank high 

•Feigenbaum, E. A., and Feldman, J ., Computers and Thought, McGraw-Hill, New York, 1963, 
page278. 
2Webster's Ninth Nt'W Collegiate Dictionary, First Digital Edition, NeXT Inc. and Merriam­
Webster, Inc., Merriam-Webster, Springfield, MA, 1988. 
1See, fo r example, Brooks, Rodney A., "A Robus t Layered Control System for a Mobile Robot," 
IEEE Journal of Robotics and Automation, March 1986. 
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on the evolutionary scale, perhaps machines as good as or better than humans are in terms of 
thinking about what we are going to do before doing it. It's worth a try! And judging from the 
results reported here, we are making good progress. 

Can we combine our work on planning with the results of the "action-without-planning" 
school? In Chapter 11, we begin to see a synthesis emerging. Certainly, some systems (even 
those that ordinarily base their actions on plans) will sometimes have to act quickly when 
there is no time to make a plan. A frontier problem, only now beginning to receive much 
attention, is how to build autonomous agents that have the ability to base actions both on 
complex and deep reasoning, as well as on more "instinctive," built-in patterns-using each 
method appropriately depending on the situation. 

Other frontier problems are suggested by the analogy between planning and learning. Learn­
ing occurs when an agent modifies its behavior based on experiences in the world it inhabits. 
Planning occurs when an agent selects behavior based on "experiences" in an internal model 
of its world. Some initial attempts to link these two activities are reported in Chapter 9. It is 
also intriguing to speculate about whether or not recent work in "genetic algorithms" (which 
model evolutionary processes) might inform both learning and planning research. In a certain 
sense, learning is simulated evolution, and planning is simulated learning. 

Pioneers who want to explore these and other frontiers of artificial intelligence research can do 
no better than to outfit themselves first with what is already known about planning, and the 
best of that knowledge is contained in this volume. 



Preface 

Early in the growth of the field of artificial intelligence 
it was recognized that an important behavior for any 
intelligent agent was the ability to plan a set of actions 
to accomplish its goals. The attempt to realize pro­
grams with this ability has resulted in one of AI's main 
subdisciplines-the field of planning. 

Since the first published papers on planning in the 
late 1950s, the field has grown and papers have appeared 
in virtually all of the major AI conferences and jour­
nals. Although numerous review articles on planning 
have appeared over the years, no systematic attempt 
to collect the major papers in this field into one volume 
has been made previously. Courses on planning have 
been difficult to teach due to the need to gather a large 
number of papers from disparate sources. In addition, 
although most AI texts have an introduction to plan­
ning, those wishing to begin applying the planning 
technology have not been able to find a volume point­
ing out the seminal papers in the field. 

The goal of this book is to remedy this situation by 
bringing together in one place a set of readings that 
can be used to develop a familiarity with the planning 
literature, with the major AI theory underlying plan­
ning, and with recent papers in the field indicating 
several directions of current research. 

This volume comprises four sections . The first sec­
tion is a collection of papers introducing the field of 
planning. These papers are intended for those familiar 
with AI concepts, but lacking some familiarity with 
the research in planning. The second section presents 
work describing important advances in planning sys­
tems developed over the past 30 years. The third sec­
tion concerns AI research in the areas underlying 
planning: representation of time and coping with the 
frame problem. This section also includes some papers 
that formalize planning systems described in the sec­
ond section. A final section is included that presents 
some short papers discussing several directions in 
which current planning research is moving. 

In putting together this volume several hard deci­
sions needed to be made. The AI literature in planning 
is quite diverse and to include all the strands in a single 
volume would be impossible for the following reasons: 
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1. Planning systems have traditionally fallen into two 
major classes: domain-independent planners, 
which concentrate on the control mechanisms of 
planning, and domain-dependent planners which 
concentrate on using domain heuristics to encour­
age efficient search. The editors decided to con­
centrate on domain-independent planning in the 
current volume as it was felt that the more general 
design principles described herein would be appli­
cable to a wider range of planning work. 

2. Planning is related to many other subareas of AI. 
The underlying theoretical material in this volume 
is restricted to papers that were deemed to have 
an explicit relation to an understanding of plan­
ning systems. This necessarily meant leaving out 
much important work in logic and knowledge rep­
resentation (much of which is available in other 
issues of the Readings series). 

3. Many realistic applications of AI planning meth­
ods require extensive reasoning about time, lim­
ited resources and other constraints. Although 
this is an exciting area of current research, space 
limitations constrain us to including only a few 
early papers addressing this theme. Pointers to 
further reading on this subject can be found in the 
introductory material and in the included papers. 

4. The area of plan recognition is a rich literature that 
is clearly related to the planning area . Unfortu­
nately, to include enough papers on recognition to 
provide a fair treatment would require signifi­
can tly more space than was available. 

Putting together this volume would have been a far 
greater undertaking without the efforts of the people 
who contributed articles, many of whom also provided 
early feedback on the purpose of the volume or reviewed 
the proposed set of papers prior to solicitation of the 
manuscripts. In addition, support from Mike Morgan 
and Sharon Montooth of Morgan-Kaufmann Publish­
ers was invaluable in bringing this volume to fruition. 
Finally, on a more personal note, we thank our family 
and friends who supported us during this effort. 
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