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Abstract 

 
In this paper we describe a general approach for 

dynamic variation in behaviour of entities in military-
based Computer Generated Forces (CGF) system 
scenarios. A typical scenario might represent the 
coalition of military forces from two countries to 
provide suppression of an enemy’s air defence 
capability. The entities in the scenario are cognitively-
plausible models of individual people and hierarchical 
groups of people, and are modelled using intelligent 
software agents. The cognitive agents’ Situational 
Awareness (SA) of the ongoing battle is affected due to 
the imposition of various moderating factors such as 
fatigue, fear and stress. This variation of SA impinges 
on the agents’ selection and execution of tactics in 
response to the observation of threats and so provides 
the CGF system with a higher degree of realism. This 
work is central to the development of the next 
generation of Computer Generated Forces systems 
that are to be inherently adaptable, ‘intelligent’ and 
dynamically re-configurable in order to cope with the 
fast changing demands of military Operational 
Analysis, procurement and training environments. The 
paper discusses the key features of these cognitive 
agents’ variability through a military demonstration. 
 
1. Introduction 
 

The technology advanced via the Human Variability 
in Computer Generated Forces (HVCGF) project – 
funded by the UK Ministry of Defence – is creating a 
technological environment for modelling the cognitive 
and military complexity of scenarios such as the 
coalition of combat forces from multiple countries [10, 
11] for a particular mission or the linkage between 
military and non-military organisations for certain 
purposes such as Operations Other Than War [6, 7, 8]. 
This technology is needed because there is relatively 
little work on realistically representing how military 

people make decisions when they are exposed to 
various moderating influences. The technology is 
intended to be both plausible [1], from a UK military 
perspective, and be sufficiently sophisticated to 
illustrative the effects of variation in the selection and 
execution of behaviour. Behaviour is defined as the 
spectrum of doctrinal (prescribed) tactics and non-
doctrinal tactics that can be undertaken by an 
individual combatant. The choice of behaviour is based 
on the quality of their Situational Awareness (SA) of 
the battle. SA is the understanding military personnel 
have of their current status, the goals of the specific 
mission and overall political context, the positions of 
their comrades, and the tasks assigned to them, the 
location and suspected intentions of enemy units, and 
operational parameters such as the Rules of 
Engagement and Emission Control (radio use) policies 
to apply. Such variation of SA in a soldier, sailor or 
aircrew can be changed due to the excursion of various 
types of moderating influences: 
− Factors external to the human body to reflect 

challenging environmental conditions, e.g. heat. 
− Internal factors such as the presence of fatigue, 

fear, sleep depravation and the ingestion of 
stimulants like caffeine. 

− Task-dependent factors like stress generated by 
expectation of the likely outcome of the 
forthcoming mission (pre-task appraisal) or the 
lack of suitable training for the mission. 

Exerting influences on a person over time change 
the management of their SA, their decision-making 
and their interactions with other people. As an 
example, a well-rested unstressed soldier operating in a 
tolerable environment and performing some military 
task that he has suitable experience of (e.g. manning a 
road-block) can recognise a vehicle, correctly 
determine whether it is a potential threat, decide to 
take appropriate doctrinal actions according to his 



training, and appropriately inform his superiors with 
situation reports (that are brief, accurate and clear), and 
give orders to his subordinates. However after being 
on duty for a long night in cold, wet and dangerous 
conditions, his fatigue has increased and so he might 
mistake the vehicle or even not notice it until it is 
much closer and take non-doctrinal action (e.g. 
immediately fire on vehicle without prior recourse to 
Rules of Engagement) and instigate sub-optimal 
interactions.  

Today’s military-based CGF systems [14] cannot 
adequately model this behaviour because: (i) they only 
use doctrinal tactics when modelling entities; and (ii) 
the CGF entity’s behaviour cannot be easy modified at 
runtime. Having a CGF system augmented with 
cognitive agent [12] and variation technology [2] is a 
major benefit to military Operational Analysts and 
designers of training programmes due to the power it 
provides them with to realistically model the behaviour 
of the enemy forces and so provide a richer and more 
relevant simulation or training experience. The 
technology is becoming a key resource for the next 
generation of CGF platforms as they strive to be 
adaptable, decentralised, ‘smart’ and re-configurable. 

The ‘proof of concept’ for this technology has been 
constructed through the HVCGF project [3, 4, 5] 
which is sponsored by the UK MoD’s Directorate of 
Analysis, Experimentation and Simulation. The project 
team consists of Agent Oriented Software (AOS), 
QinetiQ and Penn State University. The technology is 
geared towards experimenting with, and demonstrating 
the benefits of, cognitive agent-based control of 
entities (e.g. rotary wing aircraft, artillery units, 
dismounted infantry and so forth) moving and 
operating in the CGF system’s scenario. The HVCGF 
project aims to deliver: 
− Plausible models of how war-fighters’ cognition 

and behaviour moderation work which can be then 
verified via psychological experimentation. 

− A software system to experiment with variable 
cognitive modelling techniques, which can be 
integrated with a wide range of CGF systems. 

− A military demonstration, showing realistic effects 
of moderators via behaviour of teams of entities 
[9] in the OneSAF Testbed Baseline (OTB) CGF. 

− A scientific demonstration, showing plausible 
variability of cognitive models using the serial 
subtraction task [16]. 

Cognitive agent-based control of a CGF system [13] 
is a methodology based on the application of 
autonomous cooperative building blocks (i.e. cognitive 

agents and situation mapping functions between CGF 
and agent worlds) that can be put together into an 
organization to manage a battle simulation scenario 
running in the CGF. The organisation consists of an 
infrastructure and a framework (both application-
independent) and application-specific models of the 
simulated battle.  

The CoJACK agents were encoded using the 
JACK™ platform through the inclusion of cognitive 
overlays in order to supplement the agent’s 
Belief/Desire/Intention model of rational behaviour 
with cognitive and psychological features that mimic 
how people think. The inclusion of such overlays 
provides the framework that empowers the 
cognitive/tactical modeller to define and use a set of 
memory values, called cognitive attributes, inside the 
CoJACK agent’s tactical plans to modify the process 
of selecting and executing these plans. By using 
cognitive attributes the modeller can reflect how 
people have adjustable reaction times to observations, 
and have limitations on the capacity of their working 
memory so only a few ‘important’ goals/threats are 
focussed on at any one time. Also when trying to recall 
some fact, a delay is incurred and a mistake can be 
made in remembering the fact’s value.  

In the paper, we begin with some background on the 
role of cognitive computing and CGF platforms in the 
UK military. In Section 3, we describe an architecture 
that is currently under development to support 
dynamic, intelligent reconfiguration of distributed 
cognitive-agent empowered CGF systems as a 
coherent technology. In section 4, we provide an 
illustrative example of our approach in a military 
setting.  
 
2. Background 
 

Nowadays, organizations that develop and run 
military simulations within the UK are facing a rapidly 
increasing demand from training managers and 
operational analysts for the ability to model people 
within their simulations to realistically reflect how 
military personnel behave and make decisions as well 
how they are affected by moderating factors such as 
heat, fear, stress, cultural/gender factors and the affect 
of suitable training. In other words, they are being 
asked to provide cognitively plausible computational 
models of people that have been configured to 
uniquely reflect how a particular person builds up and 
manages their Situational Awareness, and then select 
and execute tactics/behaviours according to their SA 



and their individual cognition. Also the proliferation of 
Synthetic Environments into the process of acquiring, 
training, using and de-commissioning military 
equipment means that military procurement and 
training organisations have to more closely integrate 
their CGF platforms and models with new tools to 
reflect how people are at the centre of such processes.  

As part of this drive to reflect how people are at the 
focal point of CGF system development, military 
organisations are drawing on research results from 
both (i) psychology and cognitive science to provide 
insights into how people make decisions, and (ii) from 
computer science (in particular agent technology) for 
encapsulating how these cognitive processes can be 
implemented within a IT system. From cognitive 
science, a classic experiment to explore the impact of 
moderating influences on a person’s cognitive 
processing is the serial subtraction experiment. 
Through performing this task with people, 
experimental results have been collected (and widely 
published in the psychology literature) and computer-
based models to reflect this cognitive processing – 
using cognitive modelling architectures like Act-R and 
Soar – have been constructed and the experimental 
results validated. Similarly CoJACK is a framework to 
build cognitive models and so validation of CoJACK’s 
operation in comparison with the serial subtraction 
human results has been done as a scientific 
demonstration of cognitive agent plausibility [1]. 

The cognitive mechanisms of serial subtraction are 
relatively well understood and data is available for 
validation purposes. Starting from some large number 
(e.g. 7492), repeatedly subtract a small number (e.g. 8) 
for some period of time (e.g. 6 minutes). If the subject 
makes a mistake, they are corrected, and continue the 
task from the correct value. Competing strategies are: 
(i) Subtract from the units column, borrowing from 
each column to the left as needed; or (ii) subtract ten, 
then add the appropriate 10’s compliment value (e.g. 2 
is the 10’s compliment of 8) to give an answer. This 
serial subtraction cognitive operation has been 
implemented in CoJACK with a cognitive capability 
being introduced to inject timing and errors into the 
reasoning as a consequence of accessing the cognitive 
attributes associated with each possible subtraction. 
The modeller specifies (explicitly inside the CoJACK 
agent’s plans that implement the subtraction strategies) 
when the timing and errors are introduced as a result of 
accesses to the available cognitive attributes.  

Cognitive parameters within the CoJACK agent 
(e.g. latency) impact the delay and accuracy of 

reads/writes to the cognitive attributes. Moderators 
impact the base levels of these cognitive parameters, 
often in a temporal manner. The impact a moderator 
has on the agent’s cognitive parameters is specified via 
a sensitivity function which has an uptake and an 
excretion cycle into reservoir(s) and a mapping of 
reservoir values to the cognitive parameters. Also an 
optional exposure gives opportunity to apply 
moderators not explicit in the environment, and 
negative time means exposure prior to commencement 
of the simulation run.  

Moderators directly affect cognition, perception and 
action of individuals. Variations in the behaviour of 
individuals results in variations in the behaviour and 
performance of the teams these people are involved 
with. When modelling at team level, the modeller must 
keep track of the following factors: (i) moderators 
affect entities differently (because of different base 
levels); and (ii) different team compositions can 
compensate for variations in the behaviour for 
individuals. Figure 1 shows a Graphical User Interface 
that could enable the modeller to define moderator 
models; in this example the moderator is caffeine and 
two moderator models can be constructed (one to 
reflect how caffeine affects someone who is relaxed 
but alert, the other reflects influences on someone who 
is already sleepy) in terms of their impact on the 
‘latency factor’ reservoir over a time period (i.e. up to 
15000 seconds from scenario start-up). 

 
Figure 1: Screenshot of GUI used to set-up 

CoJACK moderator parameters 
 

The modeller can then observe the changing 
behaviour of the CoJACK agent during the task as a 



consequence of applying the moderator. For example 
by exposure to fatigue, access to the cognitive 
attributes associated with each step of the subtraction 
process is delayed leading to more effort on each 
calculation (observed as more time taken to perform 
the subtraction) and “confusion” when attributes are 
incorrectly retrieved (observed as generating more 
wrong answers).  

 

3. System architecture 
 
The following software components are being 

implemented to form the System Architecture, as 
illustrated in Figure 2. 

foo #1 bar #2 tank
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Figure 2: System Architecture 

 
First, a set of Behaviour Moderators, each representing 
the influence of moderators on practical reasoning that 
can impact the agents’ psychological attributes. 
Second, a CoJACK Cognitive Architecture for 
enhancing the functionality of the agents with 
psychological attributes that can be varied in order to 
implement practical reasoning. These extensions 
provide an ‘easy to use’ framework for developing 
cognitively-plausible agents that simulate human 
psychological parameters such as the capacity of 
working memory to handle multiple concurrent 
military tasks, reaction speeds to events and 
perceptions coming from the battle-space, and the 
number/complexity of tactics for problem solving 
within the battle-space, e.g. the soldier’s ability to 
choose from several ways to execute a Tactical 
Advance to Battle (TAB). 
Third, a JACK™ Intelligent Agents and Team-based 
Platform to support the design, configuration and 
execution of a collection of rational agents and teams 
of agents organised into realistic UK military 
structures that, within the scope of the cognitive values 

set by CoJACK, can act intelligently. These actions 
relate to executing (non)doctrinal behaviour tactics that 
are encoded as JACK™ graphical plans and interface 
to entities inside the CGF system, e.g. vehicles 
managed. 
Finally, a lightweight generic interface layer, known as 
the CGF Interconnection Layer (CGF-IL) facilitating 
integration of CoJACK with the variety of CGF 
systems used by MoD. Via the CGF-IL, each agent 
issues commands and receives events to/from CGF 
entities using private views of the CGF world. CGF-
specific BabelBoxes convert generic commands and 
data used by CoJACK agents into CGF formats. 

4. Demonstration in a military setting 
The Military Demonstration has three key goals:  

1. To show the use of more realistic human 
behaviours through a high-level cognitive model 
of military personnel. This includes demonstrating 
agents’ situation awareness and showing that the 
selection and execution of doctrinal and non-
doctrinal behaviour can vary based on the quality 
of SA maintained by the CoJACK agent.  

2. To represent teamed human behaviour and 
variance of decision-making at the Command and 
Control (C2) level. 

3. To show the effects of moderators, e.g. fatigue, on 
behaviour and thus on military effectiveness. 

All of these aspects are to be demonstrated within 
the limits and fidelity of the nominated CGF system, 
i.e. the OneSAF Testbed Baseline (OTB) environment. 
Many scenarios were investigated to explore these 
goals. The scenario selected is a multiple Attack 
Helicopter (AH) mission – with AHs possibly from 
multiple countries in a coalition – that is seen to have 
both high NATO military relevance and operational 
feasibility, and can avail itself from considerable input 
on use of doctrinal tactics from UK Subject Matter 
Experts (SMEs).  

The scenario is based upon a team of six Attack 
Helicopters attacking a ground target within enemy 
territory. The AHs are to: take-off from a Forward 
Arming and Refuelling Point (FARP); fly to a target 
area; locate, engage and destroy the target (a motorised 
rocket artillery regiment); and return home. On the 
ingress and egress, the AHs may encounter air-based 
and ground-based threats (e.g. a SA-8 surface-to-air 
missile installation or a MiG-29 fixed wing aircraft) 
that they have to deal with, and may be re-tasked by a 
Mission Commander onboard an AWACS aircraft 
monitoring the Theatre of Operations to engage 



different targets while in the air (e.g. destroy a SCUD). 
The schematic of this mission is – as scenarios in a 
CGF are shown as icons on a map layout – in Figure 3. 
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ZSU 23-4 &
Roland

AWACS

Nimrod R

SA-18

Airbase or FARP

SCUD Target
MBRL

MiG 29

 
Figure 3: Layout of the AH Mission 

 
The demonstration uses teams of CoJACK agents to 

control the AH entities that are being played out inside 
OTB in order to capture the very wide scope for 
modelling human variability throughout this mission.  

 
Figure 4: Designing teams of agents using 

roles and capabilities in JACK™  
 
This is a complex military task with a rich spectrum 

of possible courses of action (i.e. doctrinal and non-
doctrinal tactics) that could realistically be executed by 
the CoJACK agents in the Theatre of Operations. The 
demonstration shows how and why tactics are selected 
– in a similar fashion to how this is performed in the 
scientific serial subtraction demonstration – based on 
the situation awareness held by: (i) an individual AH 
modelled as a CoJACK agent, (ii) the Flight, i.e. a pair 
of AHs, flying as a lead and wing modelled as a 
JACK™ team, or (iii) the Patrol in charge of three AH 

Flights.  This teaming design is expressed graphically 
in JACK™ as in Figure 4. The behaviours presented in 
the demonstration are based on tactics suggested by the 
military SME, but have been extended and 
extrapolated to best illustrate the goals of the HVCGF 
project, namely to show variability and changes in 
doctrinal to non-doctrinal decision-making at both the 
individual AH level and the C2 level in Flights or 
Patrols. Therefore, although the scenario has been 
designed to exhibit military credibility, it occasionally 
demonstrates exaggerated unlikely behaviour 
specifically to make the effects of human variability 
clear. Figure 5 illustrates an example screenshot of the 
Military Demonstration running.  

 
Figure 5: Screenshot of the Military 

Demonstration in execution. 
 
The lower-right window is the display from OTB 

with a map of the battle area with the vehicles imposed 
on top; the upper-right window is a control panel for 
the simulation; and the upper-left window showing a 
trace of a CoJACK tactic – expressed in graphical 
form – for an AH.  Two vignettes were chosen from 
the full mission scenario: a mid-mission re-tasking of 
the AH Patrol team to destroy a SCUD site; and an 
AH’s chance encounter with a MiG-29 fixed wing 
aircraft as these vignettes illustrate: (i) use of SA, (ii) 
variation in tactic selection based on both SA and 
access to cognitive attributes, and (iii) fatigue as a 
critical moderator. For economy we focus here on the 
play-out of the SCUD vignette; the MiG-29 vignette is 
described in [15]. 

The start-up status for this SCUD vignette is that the 
Patrol’s six Attack Helicopters are all capable of 
flying, but some may be damaged, have low fuel levels 
or might have depleted ammunition. A request is 
received from the Mission Commander to attack a 
newly identified target: a SCUD missile site. The 



request specifies the locations where to form-up, 
observe and that of the target. It also specifies 
minimum resource requirements for the mission: 
− The minimum number of fully operational Attack 

Helicopters required for the mission. 
− The distance to target and estimated fuel load to 

complete the mission and return to the FARP. 
− The minimum number of air-to-ground rockets 

needed per functional AH to destroy the target. 
The Patrol team (reflecting the reasoning of a human 

patrol commander flying onboard one of the AHs) 
requests status information from each AH in the Patrol. 
Variability is not applied to the provision of this 
information, though in a coalition environment 
misinterpretation of data received from cohorts is a 
very real problem as for instance the fuel load might be 
expressed in Kgs by one country and in Lbs by 
another. The Patrol team then determines whether to 
undertake the mission based on the damage state, fuel 
load and missile complement for each member of the 
Patrol. If at any stage in this process it is determined 
that the minimum number of fully functional AHs is 
not available, then the mission request is rejected and 
the patrol returns to the FARP immediately.  

Variability is applied in this stage of the process – 
the Patrol team’s (mirroring that of the human patrol 
commander’s) memory accesses are moderated to the 
cognitive attributes representing the status information 
received. Depending on the impact of moderation upon 
the Patrol’s cognitive parameters, he may do one of 
three things. First, he might forget to include 
information relating to one or more Attack Helicopters 
in his calculation. Second, he might access the data 
incorrectly, e.g. AH4 radios in that his fuel load is 
540Kg and three minutes later he performs his 
computation using the value of 450Kg. Third, he might 
take some long period of time to complete the 
computation, leading to the AHs being too far from the 
target to safely be re-routed. 

 Either of these circumstances may impact his 
overall assessment of whether to undertake the 
mission. The information on the status of each AH in 
the Patrol is structured as a set of cognitive attributes 
which he accesses whenever he requires this 
knowledge; the more frequently he accesses the 
cognitive attribute for a particular Attack Helicopter, 
the more credence is associated with the attribute and 
so he is better able to recall it. Conversely infrequent 
accesses to data about a AH status mean he is likely to 
forget it or make mistakes in remembering this 
knowledge. If the decision is made to proceed with the 

mission, no further variability is introduced into the 
deliberative behaviour – the effect of variability on 
reactive behaviour is the focus of the MiG-29 vignette. 
However the Patrol team may need to be dynamically 
restructured if there are only 5 fully functional Attack 
Helicopters. In this case the Patrol is restructured to 
consist of two Flight teams, one with 3 AHs and the 
other with two AHs. One Flight team will be 
designated with the role of ‘attack group’ and the other 
the ‘observation group’. Any partially functional 
Attack Helicopters (namely those with limited fuel or 
rockets) are assigned to the observation group.   

Hence AHs from different countries within the 
coalition might get re-formed into groups dynamically 
as the mission progresses, and so coordination among 
the AHs is a significant challenge as different forces 
use diverse Standard Operating Procedures (for close 
flying, manoeuvring, route following) and Concepts of 
Operations (for radio communication and firing on 
targets). If there are six fully functional AHs, then the 
original structure is retained: one Flight team will be 
the observation group and the remaining two Flights 
will be primary and secondary attack groups.  

Variability is introduced each run by modifying the 
fatigue model applied to the Patrol team. This 
cognitive parameter affects the Patrol’s ability to recall 
data: values between 0.0 to 1.0 results in respectively 
high, moderate and low levels of forgetfulness. 

Runs for 1.0 and 0.5 were performed (i.e. relatively 
better and poorer recall capability). In both cases five 
helicopters were fully functional, with the wing AH for 
Flight team 1 having sustained damage. In the first run, 
the status information for all helicopters was 
remembered correctly and the SCUD site is 
successfully attacked.  

In the second the commander “forgot” to include the 
fuel load for the lead helicopter for Flight team 2, 
which resulted in an incorrect assessment and the 
commander (incorrectly) assesses that his team of AHs 
have insufficient resources and declines to pursue the 
tasking, carrying on flying an egress route to the 
FARP. The vignette clearly demonstrates that fatigue 
moderation can have a significant impact on the 
behaviour of the patrol commander (reflected in the 
Patrol team). However the assessment process used by 
the commander was simplistic and needs further 
extension from both a cognitive and a tactics 
perspective. This was not pursued because of project 
time constraints. That said, the cognitive model can 
accommodate a variety of access models and JACK™ 
provides an ideal mechanism to represent tactics. 



 

5. Conclusions 
 

Inspired by the capability gap that currently exists 
for having cognitively-plausible and realistic control of 
CGF systems, we have discussed the background to 
this technology and the concepts of intelligent software 
agents, cognitive psychology and Computer Generated 
Forces systems to create a new coherent framework 
able to perform moderated decision-making by agents 
involved in scenarios like coalitions. In doing so, we 
illustrate the functionality of this system architecture 
through a Military Demonstration using teams of 
Attack Helicopter agents that have the quality of their 
Situational Awareness altered and so the selection and 
execution of tactics by CoJACK agents is moderated 
through the influence of fatigue.  
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Abstract 
The coalition formation problem has received a 
considerable amount of attention in recent years. This 
paper deals with the problem of coalition formation with 
the agents of specific cooperative multi-agent system, 
namely restricted alliance (RA). The presented approach 
to agent coalition formation takes into account the fact 
that agents may fail during task execution. We imply 
under coalition formation the following: (i) investigation 
of all possible coalitions with the agents of RA; (ii) 
determining the “best” one for the particular task 
execution; and (iii) formation of the chosen best 
coalition itself via agents communications. In this paper 
we concentrate on reducing the number of coalitions that 
have to be investigated and on determining the coalition 
which is the best in both fault-free and faulty situations. 
 
 
1. Introduction 
Nowadays, multi-agent systems are a subject of research 
in different fields, like computer science, mathematics, 
social science, economics and some others. Usually, 
under agent is understood a computer system capable of 
flexible autonomous action in a dynamic unpredictable 
and open environment. However, currently many 
researchers use the term agent to present different 
entities ranging from low-level implementation (e.g., 
transport unit [1]) to high-level (e.g., non-governmental 
organizations, army troops, etc. [2], [3], [4]) that may 
need to cooperate and coordinate their activities in 
pursuing certain goal(s). In this paper we consider an 
agent in a broader sense (as autonomous agent in MAS 
and as entity in complex social systems). Agents rarely 
act in isolation; in contrast they are increasingly required 
to act as elements of a large and complex system, and 
cooperate and coordinate with a number of other agents. 
Agents, referred to as entities, can cooperate and join 
together (i.e., form a group) in order to execute in a more  
 

 
 
efficient way the faced tasks (mission), or in order to 
gain benefits in case of self-interested agents. One of 
such groups was considered in [2], and was called 
alliance. Generally, the agent population of alliance can 
change (i.e., new agents can join the alliance, and some 
agents can abandon the alliance). We assume that agent 
population of alliance doesn’t change during certain time 
(during coalition formation and mission execution), and 
all of the agents know about all the goals (missions) and 
the structure of alliance. The issues of alliance formation 
have been considered in [5], [6], [7]. Alliance is 
regarded as a long-term cooperation agreement among 
the agents. In many cases (e.g., peace-keeping 
operations, disaster-relief operations or rescue 
operations) a group of agents can be referred to 
cooperative MAS in which the agents are more 
interested in the overall outcome of the system rather 
than in their own benefits. Since agents may also be 
“self-interested” in a certain way (i.e., have their own 
intentions, goals and reasoning), they may agree to share 
resources and information only within some well 
specified community (which is called bellow as 
coalition). Agents may also utterly refuse to cooperate 
with some other agents. This fact results in restricted 
alliance (RA) formation [8], [9]. Being faced with 
particular mission, agents of RA should decide upon its 
execution. In the situation where a mission cannot be 
performed by a single agent or when an agent performs a 
mission inefficiently, the agents form coalitions. A 
coalition, unlike an alliance, is usually regarded as a 
short-term agreement among collaborative agents. The 
agents of RA may be regarded as non-supper-additive 
environment [10], [11]. Therefore the grand coalition is 
not always beneficial, and determining the most 
preferable one for executing the mission is a problem. 
Coalition is formed with the agents of RA each time a 



call for help is received from an in-need entity. During 
coalition formation, agent shares its semi-private 
information only with those agents which it agrees to 
collaborate and perform the mission. Generally, there 
can be formed numerous potential coalitions with the 
agents of RA (this is NP-hard problem). Various 
potential coalitions may have different degrees of 
efficiency in mission execution due to differing 
capabilities of their members. Some of them have the 
capabilities needed to perform the mission. The task of 
choosing the single coalition can be solved either by 
central authority (e.g., independent arbiter) or by the 
agents themselves. In order to make decision about the 
most preferable coalition for performing a mission, it is 
necessary to assess and compare all coalitions which 
satisfy the mission’s requirements. Assessment of 
coalitions (with group rational agents) is rather complex. 
There are few researches devoted to this problem (e.g., 
[12], moreover they don’t take into account the 
possibility of agent failure while performing a task. Each 
coalition agent tries to adhere to its commitments and 
perform the assigned operation(s) in the best way, since 
it is group-rational. Nevertheless, there cannot be 
excluded situations when one or more agents fail in task 
execution. Unlike open environment where searching of 
a new agent to substitute the failed one may be not too 
costly, in case of RA finding a new agent may be hard to 
realize or even unrealizable owing to lack of agents. 
Moreover, for some missions (e.g., rescue operation) 
time is a crucial factor, and, consequently, there is 
limited time to recover the coalition. That is why, there 
should be envisage the appropriate methods and 
algorithms allowing coalition to tolerate different faulty 
situations which may occur while performing the 
mission. The main idea behind our approach to this 
problem consists in that we choose such coalition for 
mission performing which will require minimal costs for 
recovering when one of its agents fails. It is worth noting 
that in fault-free situation this coalition may not be the 
most preferable when applying the existing methods of 
coalition assessment. The trade-off between coalition 
that requires minimal costs for recovering and coalition 
which is the most preferable in fault-free situation can be 
performed on the basis of information about agents’ 
reliabilities and about mission goals(s). 

2. Environment description   
It is assumed that RA consisting of N agents is faced 
with the mission which can be presented as one 
integrated task T. When a coalition is assigned a 
mission, task T can be further partitioned by the 
members of coalition into subtasks. We don’t discuss 
either how the members of coalition fulfil that partition 
or the problem of mission planning. We assume that the 
agents are mainly interested in performing the mission in 
the most efficient way and don’t pay attention to their 
own benefits since they are group-rational. Following to 
[12] we consider that each agent Ai has a vector of 
capabilities Pi = < P1

i,…, Pr
i >, and for satisfaction of 

mission M, vector of capabilities Ω = < ω1,…, ωr > is 
necessary. Capability of an agent can be either splitable 
or non-splitable. When k agents form a coalition C, their 
capabilities are summed up, and the resulting coalition 
has a vector of capabilities 

PC = < ∑i=1
kP1

i,…, ∑i=1
kPr

i >  or < P1
C,…, Pr

C >. 
Coalition can perform the mission only if the vector of 
capabilities necessary for its fulfillment Ω satisfies: 

∀i, 1≤ i ≤ r : ωi ≤ Pi
C. 

An excess of agents in the coalition for the case of non-
splitable capabilities may lead to overheads in coalition 
capabilities. It is desirable to have the exact volume of 
capabilities needed for satisfying the mission. In non-
super-additive environment an excess of agents in the 
coalition also leads to overheads due to communication, 
coordination and internal organization costs on the 
formation, operation and maintenance of the coalition. 
These are the main reasons why the number of agents in 
coalition should be restricted to optimal value. We 
assume that agents can communicate, negotiate and 
make agreements. These enable the formation of 
coalitions. In case of RA, where each agent has prior 
knowledge of the structure of alliance, each agent knows 
to which agents it can send the information about its 
capabilities. As the key element of RA’s structure, we 
suggest to use the non-expandable group of agents 
agreeing to communicate and ultimately form coalition. 
Under the term “non-expandable” we mean that the 
mentioned group of agents cannot be expanded by 
adding one more agent to it. Hereafter we call such 
group of agents of RA as a potential local great coalition 
(PLGC), since the agents of this group may potentially 



form a coalition which will include all the agents of the 
group. Generally, any agent may be a member of several 
such PLGCs. The agent which is a member of more than 
one PLGC, is termed as junction agent (JA). The RA can 
be presented in the form of graph. The vertices of the 
graph represent agents, and the edges correspond to 
contacts among the agents. Any two vertices of the 
graph have mutual edge if the corresponding agents 
agree to communicate with each other. In Figure 1 the 
simple RA consisting of three PLGCs is shown.  

 
 
 
 
 
 
 

Figure 1. Example of restricted alliance 
  
Junction agents are shown as vertices filled with black. 
Agents of each PLGC agree on the distribution of 
coalition capabilities calculations among themselves. 
Calculation-distribution among agents of RA was 
considered in [9]. 

3. Candidate coalitions 
Under candidate coalition we understand the coalition 
that has sufficient capabilities to perform a mission. 
Generally, with  the agents of PLGC of size m there can 
be formed 2m-m-1 potential coalitions. In order to check 
if the potential coalition can be the candidate coalition, it 
is necessary to compute its capabilities and then compare 
them with Ω. The number of potential coalitions is 
exponential. That is why an exhaustive search for the 
potential coalitions is infeasible for large m. A reduction 
in this number is possible by limitations on the permitted 
coalitions. This can be done via the constraints of the 
specific problem under investigation. As it follows from 
the environment description, coalitions with a small 
number of agents are more likely to be regarded as 
preferable. In view of this, we suggest organizing 

searching procedure for candidate coalitions so that the 
potential coalitions with smaller number of agents are 
examined at the beginning. Searching for the candidate 
coalitions is assigned to agents of each PLGC. To enable 
this searching procedure, the agents should be provided 
with the appropriate algorithm. Agent executing the 
algorithm should maintain a list of candidate coalitions 
LC. The algorithm takes the data {Pi}, i=1,…,m and Ω as 
an input and returns the completed LC. 
The algorithm 
Step 1. Set i=2. 
Step 2. Compute all potential coalitions {C} of size i and 
add them to list of potential coalitions Lp 

A1 

A2

PLGC1 

PLGC2

PLGC3 

- if there is at least one coalition C* on LC such 
that C⊂ C*, then don’t add C to Lp; 

- otherwise, add coalition C to Lp; 
Step 3. Check if Lp is empty,  

- if yes, then end; 
- otherwise, proceed with next Step. 

Step 4. Choose the first in order coalition on Lp and 
compare its capabilities PC with Ω 

- if Lp is empty, then proceed with next Step; 
- if PC ≥ Ω, then remove C from Lp and add it to 

LC; repeat Step 4; 
- if PC < Ω, then remove C from Lp; repeat Step4. 

Step 5. Set i=i+1; and proceed with Step 2. 
This algorithm is efficient when the probability of 
candidate coalition of two agents is quite high. This was 
confirmed by results of simulation (Figure 2). We 
intentionally set the values Pi, i=1,…,m and Ω so that the 
number of candidate coalitions consisting of two agents, 
f, takes the definite values. The average number, N0, of 
potential coalitions which had been examined at Step 4 
of algorithm for m=5, 7, 10  is presented in Figure 2.  

0
50

100
150
200
250
300
350
400

2 6 10

Number of candidate coalitions f

A
ve

ra
ge

 n
um

be
r o

f p
ot

en
tia

l 
co

al
iti

on
s 

N
o

m=5 m=7 m=10

 
Figure 2. Results of simulation 



We can adjust the algorithm so that if there had not been 
found candidate coalitions consisting of two or three 
agents, then end the algorithm after any candidate is 
found. In the worst case, we can adjust the algorithm so 
that it skips several steps and proceeds with i=i+k-2, 
where k is integer which denotes the highest coalitional 
size allowed. In which case, the number of investigated 
coalition O(mk) is a polynomial number in m. This 
approach was exploited, for example, in [12]. 
Having found all coalitions that would be able to fulfil 
the mission (i.e., candidate coalitions), we can assess and 
compare them in order to choose the single one which 
will be granted the mission execution. 
 
4. Coalition assessment 
In order to enable the assessment of coalitions and of 
mission fulfillment, an evaluation function shall be 
attached to each type of capability. Such a function shall 
transform the capability units into monetary units [12]. 
For some domains (e.g., transportation company case 
[1]) this function may be the income from performing a 
task, and the utility gained from performing the task 
depends on the capabilities that are required for its 
execution. However, in many cases (e.g., peacekeeping 
and humanitarian operations, rescue operations, etc.) it is 
very difficult, or even impossible, to assess the utility 
gained from mission execution. For these cases we 
suggest assessing the coalitions via the total expenditure 
EM, on the execution of coalition task. In which case, the 
most preferable coalition is the one for which the value 
EM is minimal. In reality, there is always probability that 
agents fail during mission execution. If the event of 
agent failure occurs, the subsequent recovery from faulty 
situation may be difficult and expensive. In view of this, 
it is reasonable to include the cost of coalition 
recovering in total expenditure on mission execution. 
Since the cost of coalition recovery depends to a great 
extent on agents’ reliabilities (i.e., random value), the 
total expenditure EM is also random value. Our proposal 
is to consider the mean value of total expenditure, mEM, 
                           mEM  = ∑i=0

q EM
i pi , 

where EM
i – total expenditure on mission execution 

when i agents fail; pi – probability that exactly i agents 
fail during mission execution. 
In this paper we don’t tackle the following problems: 
what may constitute an agent failure; how agent’s failure 
is detected; which failure detection techniques and 
facilities should be used; how to assess the quality 
(degree of perfection) of failure detection facilities; how 
agents become aware of other agent’s failures; and some 
other problems pertaining to traditional dependability 
[13]. Following to conceptual framework provided by 
dependability, we state that for the whole coalition an 
agent failure can be considered as error. If the 
appropriate error handling means are not envisaged, the 

error may lead to coalition failure. Increasingly, all 
comprehensive complex systems include error handling 
techniques to tolerate the possible errors. The core 
dependability concepts distinguish three forms of error 
handling: rollback recovery, rollforward recovery and 
compensation. In context of coalition error, examples of 
each form include: (i) rollback recovery: failed agent is  
substituted by available one; operations performed by 
the agents are discarded; coalition returns to initial state 
and  mission execution starts from the beginning; (ii) 
rollforward recovery: failed agent is substituted by 
available one; coalition is searching for a new state from 
which it can operate and continue the mission execution; 
(iii) compensation: coalition exploits redundancy in the 
agents; failed agent is removed from the coalition; 
remaining agents proceed with mission execution; some 
corrections are possibly needed in execution plan. In this 
paper, the focus is on rollforward coalition recovery. 
Considering possible faulty situations in their entirety is 
complex task. For that reason, at the beginning we 
consider the simplified task, and assume that the 
probability of two or more agents failing is negligible. 
With the account of this assumption, the mean value mEM 
can be defined as  mEM = EM

0 p0
 + EM

1 p1, where 
                                   EM

0 = WC + IC ,                                    (1)  
                           EM

1 = mWC
1 + mIC

1 + mRC
1 .                       (2) 

 where WC - the cost of coalition capabilities which 
agents of coalition use for mission execution in fault-free 
situation; IC – internal coordination cost of coalition in 
fault-free situation; mWC

1 – mean value of cost of 
capabilities which agents of coalition use for mission 
execution when one of the agent fails; mIC

1  - mean value 
of internal coordination cost of coalition when one of the 
agents fails; mRC

1 – mean value of the cost of coalition 
recovery after agent’s failure. 
We consider mean values  mWC

1 and  mIC
1  , because 

these costs depend on which particular agent fails, i.e. 

                   m ∑
q

1=i

A
C

1
C

iW
q
1

=W                        (3)  

where WC
Ai , i=1,…,q, is the cost of capabilities which 

agents of coalition use for mission execution when agent 
Ai fails. The same refers to the internal coordination cost, 
i.e. 

                        m ∑
q

1=i

A
C

1
C

iI
q
1

=I                           (4)   

The cost of coalition recovery  mRC
1  can be determined 

as                 mRC
1 = PrZ + (1 – Pr )Y,                           (5) 

where Pr – the probability that there is an agent in the 
alliance capable of substituting the failed agent; Z – the 
cost of substituting the failed agent; Y- the cost of 
recovery from faulty situation by way of substituting the 
whole coalition. 
We suppose that value Y is much greater than Z. We 
also assume that these values have little dependence on 



which particular agent fails. Consequently, probability Pr 
can be given by  Pr = r/q , where q is the size of 
candidate coalition; r is the total number of agents in the 
candidate coalition which can be substituted. Given WC 
and IC , value EM

0  can be easily computed according to 
(1). Computed expenditures EM

0 of all candidate 
coalitions are put on the list LE , and are arranged in the 
order from the lowest to the highest. Whereas, for the 
value EM

1, there are needed appropriate algorithms 
allowing to compute the mean  values of corresponding 
costs. 
 
 5. The algorithms 
The value EM

1 is computed for the situation when there 
is a failed agent in the coalition and it is not known 
precisely which particular agent has failed.  In this case 
it is necessary to check  the possibility of substituting for 
each of its agents. 
Agent Ai may be substituted by agent Aj  only if the 
following two conditions are satisfied: 
1) agent Aj belongs to the same PLGC as the agents 
remaining in the coalition C after removing agent Ai 
(i.e., C \ {Ai}); 
2) coalition (of size q) after substituting  agent Ai has the 
capability PC such that  
                        ∀i,  1≤ i ≤ r : ωi ≤ Pi

C  ,                            (6) 
where r is the number of different types of resources 
required for mission execution. Generally, agents of 
coalition may be members of several PLGCs. It means 
that agent Aj (substituting agent) has to be searched in 
all these PLGCs. For example (see Fig. 1), if candidate 
coalition consists of two agents A1 and A2 , then agent 
which would be able to substitute agent A1 has to be 
searched in PLGC1 and PLGC3. Below we present the 
algorithm 1 for calculating the number r. This algorithm 
should be executed by all junction agents of the alliance. 
The number r is determined for each candidate coalition 
C. 
 Algorithm 1: 
At the preliminary step for the coalition C of size q the 
list of its agents, LA, is formed. 
Step 1. Set r=0. 
Step 2. Form the list of PLGCs , Lg, where each PLGC 
on the list Lg includes at least (q-1) agents of coalition C 
(i.e., ∀PLGC ∈ Lg :   ∃Sc ⊂ C, ⎪SC⎪=q-1 :  SC ⊂ PLGC). 

- if list Lg is empty, then return r (end); 
- otherwise, proceed with next step. 

Step 3. Choose the first in order agent on list LA and 
check all PLGCs on list Lg for substitution of chosen 
agent 

- if list LA is empty, then return r (end); 
- if substitution is possible, then remove agent 

from list LA ; set r = r + 1; and repeat step 3; 
- if substitution is impossible, then remove the 

agent from list LA ; and repeat step 3. 

Checking at step 3 if the substitution of agent is feasible 
is based on (6). After determining r, it becomes possible 
to compute the cost mRC

1 according to (5). As concerns 
the costs mWC

1 and  mIC
1, we can make some notes. 

When capabilities of agents can be split, there is no need 
to compute mWC

1 . This cost will be the same for all 
candidate coalitions and equal to cost W needed to 
satisfy the mission. If internal coordination cost doesn’t 
change after agent substitution, this cost should be 
computed for each candidate coalition only once for 
fault-free situation ( i.e. IC in (1)). In general case when 
agents’ capabilities cannot be split and internal 
coordination cost changes after agent substitution, the 
values mWC

1 and  mIC
1  can be computed for each 

candidate coalition by using the algorithm presented 
below. To execute this algorithm, each junction agent in 
addition to list LA should also maintain the list LE , the 
list of costs mWC

1 , LW, and the list of costs  mIC
1, LI. At 

the preliminary step the first in order expenditure E1 is 
chosen from the list LE. 
Algorithm 2: 
Step 1. Form the list of PLGCs, Lg, where each PLGC on 
the list Lg includes at least (q-1) agents of coalition C 

- if the list Lg is empty, then return E1; end; 
- otherwise, proceed with next step. 

Step 2. Choose the first in order agent on list LA and 
check all PLGCs on list Lg for substitution of chosen 
agent 

- if list LA is empty, then proceed with next step; 
- if substitution is possible, then compute WC

A 
and  IC

A; add them on the lists LW and LI 
respectively; remove agent from list  LA , and 
repeat step 2; 

- if substitution is impossible, then remove agent 
from list LA ; and repeat step 2. 

Step 3. Using the lists LW and LI , compute mWC
1 and  

mIC
1  according to (3) and (4) respectively; end. 

It is advantageous to provide separate computing of cost 
mRC

1 (Algorithm 1) and costs mWC
1 and  mIC

1 (Algorithm 
2), since in such case the above costs can be computed in 
parallel by different junction agents. The algorithms 
have low computational complexity, O(N). The 
corresponding values being computed, the expenditure 
EM

1 can be calculated according to (2) for all candidate 
coalitions. The obtained values {EM

1} are put on the list 
LE

1. The list LE
1, along with the list LE formed earlier for 

fault-free situation, present essential data for choosing 
among candidate coalitions the most preferable one for 
mission execution. This can be done either in centralized 
or in distributed manner. The latter was addressed in [9].  
We assume that the agents can come to the final decision 
which coalition is the most preferable also taking into 
account the respective information about agents’ 
reliability and about the requirements and the goal(s) of 
the mission. Nevertheless, information about coalitions’ 



expenditures on mission execution per se can help to 
predict the consequences of abnormal behavior of agents 
and envisage the appropriate countermeasures to tolerate 
failed agents. The algorithms presented in this paper 
have been designed to enable such prediction. 
 
6. Conclusion   
Admittedly, the issues of failure handling and recovery 
pertaining to MAS are challenging [14]. In this paper we 
have considered recovery of MAS based on substituting 
the failed agents by available ones. We imposed two 
constraints on agent substitution. The first constraint is 
defined by the structure of MAS (restricted alliance), 
and the second one – by the agents’ capabilities. The 
problem of recovery is closely linked to the problem of 
coalition formation. Commonly, these problems are 
considered separately. The novelty of the research 
presented in this paper is that the task of choosing the 
coalition for mission execution and the task of recovery 
the coalition when one of its agents fails during mission 
execution, have been considered interdependently, 
which means that the solution of the first task requires 
consideration of the second task. This is implemented by 
including the parameters of recovery in coalition 
assessment. In this paper we have considered the above 
tasks for the case when some assumptions are accepted 
in relation to agents (their resources, reasoning and 
abilities), tasks (missions) and coalitions. Particularly, 
we assumed that the tasks are fulfilled by the group-
rational agents, the environment of agents is non-super-
additive and is limited to the number of agents in the 
restricted alliance. We also assumed that a coalition can 
work on a single task at a time, and that the tasks are 
independent (i.e., without precedence order). We view 
the presented researches as the initial step towards 
integrating dependability aspects with coalition 
formation aspects. In future, we aim to relax some 
accepted assumptions and to research more general 
cases. 
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Abstract. An agent-based model of a typical guerrilla war, the Iruba model, has 
been designed and implemented based upon published descriptions and theories of 
guerrilla warfare.  Experimental results have been obtained with the model and 
conclusions drawn. A core feedback loop is detected. The possibility of using the 
Iruba model to predict the outcomes of specific guerrilla wars is discussed and it is 
suggested that such predictive models are feasible and are potentially useful tools 
for peacemakers. 
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INTRODUCTION 
Both guerrilla warfare itself and the study of it 
are at least as old as recorded history (e.g. the 
writings of Sun Tzu in the fourth century BC). 
Although the concept of guerrilla warfare is 
perhaps a little unclear, all agree that it 
involves asymmetric forces with the weaker 
force (in conventional terms) deploying 
mobility and surprise “hit and run” tactics, and 
using difficult terrain or a sympathetic general 
population as a safe refuge as required. 
Typically there is an “insurgency” and “regime 
forces”.  Complementary political action is 
entwined. “Terror” may be used at an extreme 
by either side (e.g. Sederberg, 1989) either as a 
consequence of a failure of discipline or as a 
deliberate means to victory.  

Relatively modern studies of guerrilla 
warfare, such as those of Mao Tse-Tung and 
Che Guevara (1962), Tabor (1970), Gann 
(1971), Arquilla and Ronfeldt (2001), Beckett 
(2001), offer general insights coupled with 
practical guidance, from the perspective of 
both insurgents and counter-insurgents. 

There are more than a dozen ongoing 
guerrilla conflicts worldwide (notably in 
Chechnya, Columbia, Iraq, Nepal, Spain, Sri 
Lanka) in various stages of development. Thus 
there is a pressing need for maximum scientific 
understanding to be achieved.  

In agent-based social modelling on a 
computer (Doran and Gilbert, 1994; Doran, 
1997; Gilbert and Troitzsch, 1999) the model 
embodies aspects of individual or collective 

decision-making. Thus this type of modelling 
offers a means to achieve new understandings 
and to enhance those already documented in 
the technical literature of guerrilla warfare. 

Previous and relevant agent-based 
modelling studies are those of Epstein (2002) 
and Raczynski (2004). Epstein reports an 
interesting series of experiments with a model 
that captures a form of “decentralised 
rebellion” reflecting initial population 
grievance levels and degree of perceived 
regime legitimacy. The model is grounded at 
the level of the individual and targets 
“recognisable macroscopic revolutionary 
dynamics” and effective methods of 
suppression. Raczynski’s study puts the 
emphasis on the dynamics of terrorist and 
counter-terrorist organisational structures and 
on the process of destroying terrorist 
organization links by the anti-terrorist agents. 
Again, agents correspond to individuals. 
Neither study seeks objectively to model a 
guerrilla war as a whole.  
 There is, of course, much ongoing 
work deploying simulations and “intelligent” 
agents in mainstream defence contexts (see, for 
example, Mittu, 2004) but such work is 
typically concerned to enhance existing 
military capabilities or to support planned 
military operations rather than to build 
scientific understanding. 
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THE IRUBA MODEL  
Standard agent-based social modelling 
procedure envisages the following stages:  
initial study of target social “system”, 
formulation of model, validation of model, use 
of model to gain insights into target system. 
Key issues are the choice of computational 
structures to represent agents, the nature of 
agent interactions, the agents’ joint 
environment, and the specific techniques 
adopted to validate the model, that is, to ensure 
its reliability as a source of insight about the 
target.  
         The Iruba project (Doran, 2005) is 
following this approach to construct and 
experiment with a general model of a guerrilla 
war sufficiently realistic to offer new insights 
into dynamics or to further develop existing 
insights. In the model agents correspond to 
guerrilla bands, regime bases or outposts, and 
to headquarters on each side. A particular 
objective is to establish sets of conditions 
expressed in terms of the model’s parameters 
and structures that guarantee that an 
insurgency will succeed or, alternatively, will 
fail.  

The Iruba model has been made 
broadly realistic having regard to the relevant 
literature. In particular, the model is loosely 
based on (extensive descriptions of) guerrilla 
wars that took place in the last century in 
Ireland (1919-1921) and in Cuba (1956-1959), 
with some further features drawn from the 
Arab Revolt against the Turks in the Hejaz 
(1917-1918) towards the end of the First 
World War.1 Reliable sources for these 
conflicts are Beckett (2001), and Hart (2003) 
but there are many others.2 The most important 
structural and behavioural concepts used in 
building the Iruba model are drawn from the 
Irish insurgency: near autonomous regions 
with only limited central control; mobility; 
limited weaponry; the importance of terrain; 
and the importance of ideology and popular 
support. 

Correspondingly, the Iruba model is 
structured as a network of 32 relatively 
autonomous regions that vary in terrain and 
population. The population of a region 
provides a (finite) recruitment pool for both 

                                                 

                                                

1 In each of these examples, the insurgents 
proved (more or less) successful. However, the 
structure of the Iruba model also allows regime 
success as will become apparent. 
2 There is often much in the published 
descriptions of insurgencies that is inaccurate 
and biased to one side or the other. This is 
certainly true of aspects of the Irish insurgency 
as has been demonstrated by Hart (2003). 

insurgents and regime forces. Initially the 
regime forces are relatively numerous, 
distributed in bases over the island, and 
relatively static, whilst the insurgents are small 
in number, localised, mobile and hard to find. 
As indicated, computational agents represent 
guerrilla cells/bands and regime bases and 
insurgent and regime headquarters. Attacks 
take place within regions following simple 
rational strategies. For example, a guerrilla 
band may attack a poorly defended regime 
base, with the outcome dependent upon terrain, 
relative numbers and weaponry, and random 
factors. A successful attack may well lead to 
capture of weapons. Movement of insurgent or 
regime forces between neighbouring regions 
takes place under appropriate conditions. For 
example, neither the forces that are moved nor 
those that remain behind are left at significant 
risk. Recruitment to insurgents and to regime 
forces (and defection from regime forces) 
reflects the numbers and attitudes of the so far 
uncommitted general population of the region 
in question. This population will partially 
support the insurgents, and will partially be 
aware of the insurgency, depending upon the 
conflict history in that region. These two 
“population attitude” variables and their use 
are intended to go some way towards capturing 
the dynamics of population opinion and its 
impact upon the course of the insurgency. 

The core cycle of the model may be 
expressed in outline pseudo-code as: 

 
Repeat 
 Attacks and their impact 

HQ decisions 
 Recruitment 
 Force movement 
Until termination 
 
As indicated above, a degree of central control 
by “headquarters” agents is possible for both 
sides. If an insurgency grows, regime force 
may be concentrated into regions where the 
insurgency is at its strongest. Furthermore, 
faced with a dangerous insurgency the regime 
may take “all out” measures (comparable with, 
for example, the so called  “Salvador 
option”).3 On the other side, in appropriate 
circumstances the insurgents may be switched 
into “hyper-mobile” mode (comparable with 
the use of  “flying columns” by the IRA in 
Ireland) and/or an “all out” attack across a 
range of regions or even the entire island, may 
be triggered 

 
3 For the  “Salvador option” see Michael Hirsh 
and John Barry, NEWSWEEK, Jan 10th, 2005. 
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A Major Insurgency is Defeated
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Figure 1. A simulated insurgency “takes off” but is then defeated by regime counter-action. See text for further 
commentary. 
 
(compare the Tet Offensive in the Vietnam 
war). 

Victory in this model is a matter 
either of insurgent annihilation, or of the 
insurgents achieving numerical superiority and 
hence, by assumption, political power. At 
several points the model invokes chance 
factors (using a pseudo-random number 
generator) so that the success or failure of an 
insurgency may vary with the pseudo-random 
number stream seed even if all other model 
setting are the same.  
 

    
    
    
    
    
    
    
    

 
Figure 2. Shows the spatial distribution of the 
insurgency of Fig 1 on cycle 84 (just after its 
maximum).  The insurgents (red) are still 
concentrated around their start point in the 
(mountainous)  “north-west” of the Iruba  “island”. 
Most of the island remains under regime (green) 
control and the regime is beginning to regain control 
of the core region of the insurgency. 
 

The Iruba model has been 
implemented in the C programming language.4 
Although some model variables (e.g. 
population support for insurgents) are updated 
by simple mathematical relationships, many 
aspects of the model structure are much more 
complex. For example, agents (guerrilla bands, 
regime bases and HQs) are essentially 
expressed as sets of conditional rules.  Thus, 
even if feasible, formal mathematical or logical 
specification of the model independent of the 
code would achieve nothing. 
 
EXPERIMENTAL RESULTS AND 
INTERPRETATIONS 
A typical insurgency within the Iruba model is 
shown in Figure 1. This particular insurgency 
fails after making good initial progress. The 
regime goes into a sustained “all-out” mode 
when the insurgency reaches a certain size (in 
this case, 15000 personnel in total see Table 3). 
The immediate effect of this is spatially to 
contain the insurgency and it is ultimately 
decisive, in spite of further insurgent 
successes, when the recruitment pool within 
the insurgency area is exhausted. It is 
important to know that the number of weapons 
available to the insurgents is restricted by their 
ability to capture weapons from the regime 
forces. This means that for much of the time 
the insurgency in Figure 1 is much less 
powerful than its numbers suggest. Figure 2 is 

                                                 
4 Guidance on downloading and running the 
Iruba code is available by email from the 
author. 
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a snapshot of the spatial development of this 
insurgency at its maximum showing how it has 
spread out from its region of origin in the 
mountainous “north-west” of the “island”. 

Experimental trials5 with the Iruba 
model show, as expected, that victory for the 
insurgents or for the regime in the model 
depends crucially upon parameter settings. 
Initial experiments have focused on the impact 
of the initial size of the insurgent group, and of 
a limited form of central decision making by 
both insurgents and regime forces. Part of the 
motivation for these experiments was to test 
foco theory as propounded by Guevara and 
Debray (Beckett, 2001, p 170-1) following 
Castro’s success. This holds that even a very 
small dedicated group of insurgents will 
succeed provided that they have a political as 
well as military strategy, and provided that 
there is a significant level of initial support in 
the population at large. 
 
Initial 
guerrilla 
band size 

 
30 

 
35 

 
40 

 
45 

 
50 

 
55 

Insurgent 
success (%) 

 
 5 

 
28 

 
58 

 
79 

 
86 

 
90 

Insurgent 
success (%) if 
regime force 
concentration 

  
 
 3 

 
 
23 

 
 
45 

 
 
77 

 
 
83 

 
 
80 

 
Table 1 Impact of initial guerrilla band size on 
insurgent success rate. Success is taken to mean that 
the total insurgent force has grown to more than 
100,000.  Results were compiled from 100 trials (ie 
100 simulated guerrilla wars) for each band size, 
each with a timespan of 150 cycles (notionally 
weeks). For other parameters settings see text. 
 

Iruba results (Table 1) suggest that, 
with this particular calibration of the model, an 
initial band size of about 40 is needed to give a 
50% chance of insurgent success. The 
insurgent success rate is significantly reduced 
if there is an element of centralised force 
concentration on the regime side. In this (and 
the following) experiments the population in 
each region was initially set at 10,000 and was 
initially fully “passive” with only 10% 
insurgent support. Other parameters in the 
Iruba model were set at plausible values.  

For comparison, at the outset of his 
Cuban insurgency Castro initially had 81 
followers, who were almost immediately 
reduced to about 20 in an attack by regime 
forces. The results of Table 1 indicate the 
                                                 
5 Using Iruba version 5.9. Some of these 
results were first reported in Doran (2005). 
 

unreliability of foco theory as propounded by 
Guevara and Debray. In fact, most 
insurgencies inspired by foco theory do seem 
to have failed (Beckett, 2001, p. 171).   

Table 2 shows what happens when the 
insurgents are made more effective in attack, 
and when their efficiency at recruitment (in 
real life partly a matter of communication) 
increases. Interestingly, the results suggest that 
within the Iruba model effective recruitment is 
more important than military skills. 
 
   1.0   1.5   2.0 
  1.0   58   68   68 
  1.5   73   86   90 
  2.0   94   95   97 
 
Table 2 Impact of insurgent attack effectiveness and 
insurgent recruitment efficiency. The former 
increases with column, the latter with row. Table 
entries are insurgent success rates (again calculated 
over 100 trials), with a success criterion of 100,000. 
Initial insurgent band size is 50. 
 
Taken together these results suggest that 
sufficient preconditions for likely insurgent 
success in the Iruba model as calibrated are: a 
sufficiently large initial band, at least minimal 
mobility, attack efficiency, some initial 
population support, and communication 
processes by which insurgent successes impact 
the population at large and increase awareness 
and support for the insurgents.   

In all these experiments a potential 
positive feedback loop is apparent: increasing 
insurgent numbers make insurgent success 
more likely which increases population 
support for the insurgents and hence 
recruitment to and the numbers of the 
insurgents. All the forgoing trials indicate that 
if this loop is reliably established, and if spatial 
spread is achieved, then the insurgents 
succeed. If not, then they partially or 
completely fail.  However it is possible, within 
the model, for the loop to be disrupted even 
when it has been established. In Table 3 is 
shown the average impact of an “all out” 
regime counter attack on the insurgents when 
triggered by the insurgency reaching a 
threshold total size. 

An “all-out” regime counter attack 
comprises a set of regime changes including 
better attack efficiency, more effective 
recruitment, more focussed force 
concentration, and more effective insurgent 
group detection techniques, all implemented by 
appropriate parameter adjustments within the 
model. Once these changes are triggered in a 
particular trial, they remain in place until the 
end of it. 
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Regime 
counter-
attack 
threshold 

 
 
5000 

 
 
10000 

 
 
30,000 

 
 
50,000 

Insurgent 
success 
rate % 

 
    0 

 
   4 

 
   27 

 
   52 

 
Table 3 Insurgent success rates when, in addition to 
regime force concentration, an “all out” regime 
counter attack is triggered at the stated insurgency 
size. Success criterion for insurgents is 100,000, and 
table entries are again based on 100 trials each here 
of length 300 cycles. Recall that a total insurgency 
size of more than 10,000 implies that the insurgency 
has certainly spread beyond its initial region. 
 
Table 3 indicates that an “all out” response by 
the regime is highly effective, especially if 
deployed early. With no “all-out” counter-
attack at all the insurgent success rate is 88. 
 
LIMITATIONS OF THE MODEL 
Although the Iruba model is already complex, 
it is apparent that a great deal of relevance is 
missing from it. The omissions include matters 
of relative detail, for example, different types 
of attack including explicit “terror” attacks and 
assassinations, the distinction between death, 
injury, and imprisonment, and intelligence 
gathering and also such major matters as 
population movement, external third party 
involvement, and the political and 
administrative structures that insurgents often 
create as part of their struggle. 
 
PREDICTING OUTCOMES 
It is widely held in the relevant literature that 
the outcomes of guerrilla wars can sometimes 
be predicted if the required information is 
available and taken into account.6 The same is 
often asserted for social revolutions (e.g. 
Foran, 1997). Although Iruba is a general 
model designed to support exploration of the 
space of possible guerrilla wars and to discover 
core properties (see earlier discussion of the 
core feedback loop), it can be used predictively 
if we (a) “fit” the model to the specifics of a 
particular war of interest, and then (b) run it 
repeatedly from the current military/political 
situation to find likely outcome(s). Core 
                                                 
6 Consider, for example: "Granted mobility, 
security (in the form of denying targets to the 
enemy), time and doctrine (the idea to convert 
every subject to friendliness) victory will rest 
with the insurgents, for the algebraical factors 
are in the end decisive, and against them 
perfections of means and spirit struggle quite 
in vain” (Lawrence, 1929, page 953). 

general properties previously discovered with 
the aid of the general model may be used to 
guide and interpret specific prediction. 

Of course, this simple prescription 
ignores major difficulties. There are at least 
three sources of uncertainty and unreliability. 
Firstly the general model itself may be 
inaccurate and incomplete. Some of the Iruba 
model’s limitations in this regard have already 
been stated. In most real contexts at least some 
of these limitations would have to be removed. 

Secondly, the process of “fitting” the 
model to the particular guerrilla war instance is 
likely to be very difficult to perform with 
precision. The number of parameters to be 
specified is very large, and many of them 
would be impossible to collect evidence for 
under conflict conditions. Even in historical 
retrospect this task is difficult (Hart, 2003). 
Perhaps the most than can be hoped for is that 
a probability distribution be estimated for each 
such parameter and that prediction is based 
upon the corresponding joint probability 
distribution over the parameter space. Just how 
this is best done remains an open question. 

Finally, the model is inherently 
stochastic so that at best predictions will be in 
terms of probabilities (see the results presented 
earlier). At worst there may be regions in a 
model’s parameter space that are “chaotic” in 
the sense that very small changes in parameter 
settings may lead to major changes in the 
probabilities of particular outcomes, and these 
will need to be carefully mapped. 
 
THE IRISH WAR OF INDEPENDENCE  
The Irish War of Independence (1919-1921) is 
potentially an instructive test case. As it is 
relatively well documented, it may be possible 
to use the abundant (but still seriously 
incomplete) historical evidence to capture 
within Iruba the state of the conflict as it was 
in, say, March 1920. Then we may ask what 
outcome Iruba predicts. Historically, there was 
a ceasefire and negotiations in late 1921 that 
ended in partial success for the insurgents and 
then a brief civil war. For obvious reasons, 
retrospective prediction of this type falls well 
short in difficulty of prediction of the outcome 
of an actually ongoing war. 
 
PEACEMAKING 
It seems possible that predictive use of a 
general model of a guerrilla war has a potential 
role to play in cease-fire negotiations. To the 
extent that the reliability of the model has been 
demonstrated, it has the potential convincingly 
to elaborate or even correct the assessments 
that parties to such a negotiation will 
necessarily already have made about their own 
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military prospects. Thus the model might play 
a role akin to that of an adjudicator in a chess 
game, and help cut short the conflict by 
furthering a negotiated agreement reflecting 
the actual relative strengths of the combatants. 
Stakeholder participation in agent-based model 
building, and in collective discussion and 
utilisation of the results of a modelling study, 
are ongoing research themes (see, for example, 
Barreteau et al., 2003).  

The cost of creating a general and 
reliable model of a guerrilla war and 
standardising its use for prediction is 
potentially very high, but this cost is surely 
easily recouped if reductions in death and 
destruction are achieved on even a single 
occasion. 
 
CONCLUSIONS 
The Iruba model is an agent-based model of a 
typical guerrilla war that has a degree of 
realism. Experimental results have been 
obtained that offer suggestive insights, notably 
concerning the unreliability of foco theory, and 
the impact of such counter-insurgency 
strategies as the “Salvador option”.   
 Furthermore, the use of the Iruba 
model, or a development of it, reliably to 
predict the outcome of an ongoing guerrilla 
war seems both possible, if challenging, and 
potentially of real importance for 
peacemaking. 
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Abstract 
 

Distributed digital data integration is significant for 
the enforcement of novel searching mechanisms in the 
internet. The great heterogeneity of web based systems 
storing and providing digital data requires the 
introduction of interoperability aspects in order to 
resolve integration problems in a flexible and dynamic 
way. Our approach introduces an advanced search 
mechanism which initializes a semantic model 
representing the digital content stored in distributed 
servers, through the use of ontologies. Searching tasks 
are carried out in the metadata level, where 
information concerning web digital content is 
published, managed and stored in the form of a 
scalable description of knowledge domains.  
 
1. Introduction 
 

The wealth of information available in the internet 
or local corpora has increased while our ability to 
search and retrieve relevant information is being 
reduced. Hypermedia and digital media, being complex 
information objects, are much more difficult to manage 
especially when they reside in distributed servers. 
Semantic Web technologies have been proposed in 
order to enable machine-to-machine interaction that in 
turn will facilitate truly efficient searching.  

While hypertext searching has seen some significant 
breakthroughs in the past few years, multimedia 
searching has still a long way to go. The vision of a 
media-aware semantic web is one of the more exciting 
challenges faced by researchers of many scientific 
disciplines including those of hypermedia, information 
retrieval and distributed systems [17]. In this context, 

searching in distributed and heterogeneous sources was 
always difficult but it seems that semantics may offer 
solutions to such unsolved problems [13]. 

In this paper we propose a new scheme for 
searching hypermedia sources using a multi-layer 
ontology. Searching tasks are carried out in the 
metadata level, where information concerning 
hypermedia objects is published, managed and stored.   

 
2. Related Work 

 
The hypermedia community has already recognized 

the need for good search and query mechanisms in 
hypermedia systems [18, 20]. Halasz in [5]  forecasted 
the need for both content-based and structure-based 
retrieval on hypermedia. This issue raises the need of a 
detailed description of hypermedia that is not only 
based on contents (represented by keywords) but also 
on semantic contents and contextual information. Early 
works have already recognized the need for managing 
distributed hypermedia but the appropriate 
technologies were missing [4]. In the following years, 
the need of knowledge representation combined with a 
set of rules and concepts has led to the evolution of 
ontologies as the main tool to describe data contents 
and their relations in modern information systems. An 
early definition presented in [15] describes ontologies 
as: “a hierarchically structured set of terms to describe 
a domain that can be used as a skeletal foundation for a 
knowledge base”. An ontology’s main feature is 
machine readability and understandability which in turn 
enable automatic cross-communication of different 
systems. This leads to increased platform independence 
as well.  

Ontologically principled mechanisms and 
frameworks for hypermedia have been presented 



recently. Proposals such as the one of [11] suggest that 
semantics should be included in the conceptual 
modelling stage of hypermedia production. Topia [13] 
is an architecture for domain-independent processing of 
semantics and discourse into hypermedia presentations. 
In [6], a framework and a searching algorithm for 
locating distributed hypermedia in a P2P network is 
presented.  Approaches such as semantically indexed 
hypermedia [16] and ontology-based linking [1] are 
also worth mentioning. 

The introduction of the Semantic Web and its, 
nearly, unanimous approval has driven towards the 
representation of ontologies in semantics. For this 
purpose, a variety of semantic markup languages has 
been developed, based on the dominant XML standard. 
The most prominent ontology markup languages are 
DAML+OIL and its successor OWL, which is build on 
top of RDF Schema. The integration of hypermedia 
and semantic web technologies has been proposed both 
for standard [12] and open hypermedia configurations 
[3], for ontology matching [2] and management [9] 
while searching in distributed environments. Ontology 
schemes have been successfully used/designed for 
centralised management of images [10], XML 
document schemata [8], MPEG-7 semantically 
enriched content [19]and query processing in P2P[14]. 

Hot issues arise when integration is focused on the 
contents and not on the heterogeneous semantic 
metadata: lack of adequate knowledge representation 
methods, time delays in searching distributed 
hypermedia sources and restrictions due to the 
specificity of current ontology schemes used for 
searching.  

One of the initial solutions to distributed 
hypermedia content integration was the use of a single 
global ontology scheme in order to describe all the 
contents of hypermedia systems. This centralised 
approach has proven to be inflexible since sources are 
exponentially increasing affecting query response 
times. On the other hand, content-based integration 
faces three distinct difficulties. First, the utilization of a 
single description scheme forces the usage of a specific 
ontology for the semantic annotation of hypermedia 
contents. Second, when the hypermedia information is 
provided by distributed servers, the amount of semantic 
descriptions is increasing according to content volume. 
Third, in some cases ontologies used are domain-
specific. Specificity deters widespread use.  

 
3. Ontological Search Model 

Our approach introduces an integrated search model 
that consists of ontology terms and instances in order to 
provide a complete conceptual description about the 

domain of knowledge of the digital data that is 
provided from the distributed servers. This model is 
constructed based on the metadata information that is 
describing the digital content is its server. 

The utilization of ontologies in the proposed model 
is based on the feature that they give a specific 
description of a domain, where its terms and their 
relationship is clearly defined. The terms are organized 
in a hierarchical structure and the relationships consist 
of HAS-A and IS-A associations. The main feature of 
ontologies is that the knowledge they describe can be 
noticeable from different users and be used for 
platform independent implementation. 

The searching model is composed of two functional 
parts, the first part is the ontology scheme and the 
second is a set of instances of the ontology scheme 
containing the metadata of the integrated digital data. 
The distinction of these two parts is similar with the T-
Box and A-Box distinction which is drawn in 
Description Logics[21].  

The ontology scheme, that is called Integrated Data 
Ontology (IDO), is primarily used as a “catalogue” for 
the type of contents and the domain of knowledge that 
are integrated. Knowledge domains are specified in 
classes and subclasses providing a hierarchical model 
presenting all the knowledge fields that are included in 
the hypermedia contents of the distributed servers. 
There are also a number of properties denoting the 
relationship between classes. Also provides a semantic 
detailed description of the data that is corresponding to 
each knowledge domain. The semantic representation 
of knowledge domains follows the same level of detail 
with the semantic metadata schemes used by the 
hypermedia servers. For example, in a system that 
provides books the metadata is structured by elements 
as “Book Title”, “Book Author” and “Book Abstract”. 
According to IDO scheme there is class “Book” with 
the corresponding metadata elements as properties, 
namely there are properties of the class “Book” as 
“Title”, “Author” and “Abstract”. This ensures that all 
terms and their relationships utilized by each digital 
content provider server separately are included in the 
ontology scheme. 

The set of instances, named as IDO Instances, 
comprises the content of the metadata information 
provided for the description of the distributed digital 
data in terms of the IDO ontology scheme. The IDO 
instances are constructed according to mapping 
information that depicts the association of the metadata 
elements to the terms of the IDO scheme. The content 
of the metadata is transformed by creating instances of 
the classes of the IDO scheme and fill them with the 
metadata data according to the mapping information. In 



the example of books, there is an IDO instance of each 
book where the property of “Title” is take the values of 
the metadata element “Book Title”. This 
transformation simplifies the searching procedure by 
carrying out the search in ontology instances instead of 
composing different search queries to the distributed 
data systems.  

The semantics of the Integrated Data Ontology and 
IDO Instances are composed according to the Ontology 
Web Language (OWL) [22] standard, a 
recommendation from W3C as a semantic markup 
language for representing ontologies based on the 
dominant XML/RDF standard.  
 
4. Constructing the Search Model 
 

As presented above our approach introduces an 
ontological search model in order to both indexing the 
digital data and integrating the metadata description 
information. In this context, a complete description of 
different digital contents is possible. What is still 
missing is the introduction of the metadata information 
to the semantic information represented in this model.  

A methodology is required to address the 
introduction needs between the different implemented 
metadata information of a digital content provider 
system and the proposed ontological model providing 
the aforementioned semantic information. 

The first step in this methodology concerns the 
composition of the Integrated Data Ontology with 
additional information provided from the digital 
catalogue and the metadata structure of each digital 
content system. This step involves the enrichment of 
the Integrated Data Ontology with new classes and 
properties in case that there are not exist in the already 
developed ontology scheme. This semantic information 
stems from the metadata description of the digital 
content and has to be introduced to the proposed model 
by creating, if it is necessary, corresponding classes 
and properties of the relevant domain description.  

The second step in our methodology regards the 
transformation of the actual metadata information in 
the different digital content systems according to the 
Integrated Data Ontology scheme. This transformation 
leads to the enhancement of the IDO Instances with the 
metadata information of the data that is stored in a new 
imported system. This step includes the mapping of the 
terms of the systems metadata structure to the already 

developed ontology terms in the Integrated Data 
Ontology. This mapping is related to the description, in 
ontology terms, of the metadata content (e.g. which 
server provides what). Furthermore, an update of the 
IDO Instances with data according to the mapping 
information of the actual metadata content is following. 

This methodology leads to the desirable unification 
of the ontological search model with the metadata 
described digital contents, and thus contributes to the 
creation of a flexible and reusable ontology search 
scheme. It is essential to be mentioned that the same 
methodology is adopted in case of updating the digital 
content in one of the distributed systems. The synthesis 
of the Integrated Data Ontology and the IDO Instances 
constructs a model that contains all the necessary 
semantic information for searching and locating the 
desirable data avoiding the executing of a query to 
distributed servers. 
 
5. Creating the appropriate Web Services  
 

The presented ontological search model utilizes an 
integration solution to the searching process in an 
amount of data located in distributed server. The next 
step in our proposal is to present the data extraction 
and transfer from the corresponding system. In this 
context, our work in this paper proposes the use of web 
services implementation in order to open up the 
distributed digital content systems.  

In [23] WSs are referred as “software applications 
identified by a Uniform Resource Identifier (URI), 
whose interfaces and binding are capable of being 
defined, described and discovered by XML artifacts 
and support direct interactions with other software 
applications using XML-based messages via Internet-
based protocols”. WSs are reusable software building 
blocks distributed over the Web easily accessible via 
widespread protocols like HTTP and SMTP. They are 
loosely coupled, communicating through XML based 
documents.  

According to the prospects that are supported by the 
web services, each of the integrated systems is 
enhanced with a SOAP server in order to provide a 
flexible and standard based service for transferring the 
desired digital content. A client script is also installed 
in the integrated middleware in order to invoke the 
provided web services from the distributed systems. 



The utilization of web services is based on the 
capability of the easy integration that is achieved 
through an intermediate adapter layer that relays 
commands and data to the web from the system and 
vice versa. A lot of implementation has introduced 
according the exposition of systems capabilities and 
services to the internet, such .NET framework and 
Common Object Model (COM) for Microsoft based 
applications, Enterprise JavaBeans (EJB) for java 
based applications and PHP classes for web based 
applications.  
 
6. Searching Process 
 

The proposed scalable scheme provides the 
necessary supporting mechanism to a search engine to 
navigate through the ontology terms and instances 
faster and efficiently and finally to transfer the resulted 
data from the associated systems. The basic concept is 
the separation of the search process in three steps. 

In the first step, the engine searches in the Integrated 
Data Ontology aiming to find the proper general 
domain (or domains) where the results may be included 
and the appropriate structural ontology terms that 
describe the corresponding semantic metadata 
structure.  

In the second step the search engine has extracted 
from step one the basic structural elements of the 
semantic metadata that will be used in the hypermedia 
content searching. In this step a query is composed in 
according to the RDF Data Query Language (RDQL)  
querying language for searching in the IDO Instances. 
RDQL is querying language for RDF structured 
documents, which is the base language for OWL 
language. The RDQL queries consists of a graph 
pattern, expressed as a list of triple patterns and also 
can have a set of constraints on the values of those 
variables, and a list of the variables required in the 
answer set. 

In the final step there is the elaboration of the results 
of the RDQL query in order to locate the systems that 
contain the resulted data. Furthermore, the appropriate 
client scripts are executed in order to invoke the 
corresponding web services and acquire the desirable 
digital content. 
 
8. Integrated Architecture 
 

The enforcement of the above presented ontology 
search model requires a specific architecture that 
makes it possible to integrate the different semantically 
annotated digital data residing in different servers in a 
flexible and interoperable way. Our approach 

introduces a middleware for developing the multilayer 
ontology scheme and managing the search queries from 
the users. This middleware, presented in figure 1, 
involves the following functional elements: 

The Ontology Model Constructor that provides the 
mechanism and the graphical interface for composing 
the Integrated Data Ontology and creating the mapping 
information between the ontology terms and the 
metadata content. Also provides a functional module 
for transforming the actual metadata information in 
order to upgrade the IDO Instances according to the 
corresponding mapping information. 

The Query Graphical Interface providing the 
appropriate search forms to the user of the integrated 
system. 

The Ontology Model Query Tool that is responsible 
for the execution of the two first steps of the search 
process to the ontology search model..   

The Integrated Systems Data Mediator is the 
platform which accepts the results of the queries in the 
ontology search model and invokes the appropriate 
web services in order to acquire the desirable data. 

The integration consists of two discrete phases: a) 
the Construction Search Model Phase where utilizing 
the functionalities of the Ontology Model Constructor 
the Integrated Data Ontology is defined and the IDO 
Instances are updated, and b) the Search Process Phase 
where a guest user is using the Query Graphical 
Interface to compose queries that are processed from 
the Ontology Model Query Tool and in the next step 
the Integrated Systems Data Mediator is taking the 
responsibility to allocate and bring the resulted data to 
the user. The overall proposed architecture is depicted 
in Figure 1. 
 

Figure 1.  Architecture  



7. Use case 
In this section we show an example use case of the 

proposed methodology and architecture. More 
specifically we have chosen two digital libraries with 
cultural content: the Cultural Heritage of Municipality 
of Pyrgos (CHMP) and the Religious Heritage of 
Orthodox Metropolis of Kalavryta and Aigeiala 
(RHOMKA).  

The CHMP is a digital library with cultural content 
as books, paintings and architectural monuments that 
are indexed and described with a composite metadata 
scheme according the guidelines of CIDOC Conceptual 
Reference Model and adding some custom specified 
elements. The RHOMKA contains digitalized religious 
contents as books, icons and other sacred appliances 
according to the Dublin Core standard. 

For the simplicity of the presentation of the use case 
a demonstration of a searching query about finding 
books of a specific author will be used for the 
presentation of the two phases of our proposed work.  

 
7.1 Construction Search Model Phase 
 

In this section we present a part of the composed 
Integrated Data Ontology that is describing the digital 
data related to books. The ontology scheme contains 
three classes named as “Cultural_Heritage”, 
“Regional_Heritage” and “Book”. The relationships 
between these classes are represented by the object 
property “HasPublications” as depicted in Figure 2. 
The “Book” class is characterized by a set of data 
properties: “Title”, “Abstract”, “Author” and 
“NumberPages”. 

In the next step there is the mapping of the metadata 
of the two e-culture digital libraries to the presented 
ontology. The mapping includes the association of the 
elements of Dublin Core and CIDOC CRM Standards 
to the data properties of the “Book” class. For example, 
according to Bublin Core standard each book is 
described by the metadata elements “title”, “creator”, 

“description”, e.t.c.. Using the Ontology Model 
Constructor the following mapping information are 
created: “title” is a associated with the property “Title”, 
“creator” with “author”, “description” with “abstract”.  
According to this mapping information, the metadata 
contents from the two systems are transformed in order 
to upgrade the IDO Instances set. The executing this 
action denotes the completeness of the Construction 
Search Model Phase.  

 
7.2 Search Process Phase 
 

The Search Process Phase in this demonstration 
includes the search process that will query the 
integrated digital libraries to retrieve the data that is 
associated with the books of a particular author named 
as “x_author”.  

A guest user is set this query using the forms of the 
user interface and thereafter it is feed to the Ontology 
Model Query Tool. The user’s query is transformed to 
a RDQL query that is depicted in Table 1.  

The result of the query is used as an input to the 
Integrated Systems Data Mediator that has stored an 
identifier for each instance in the IDO Instances for 
recognize the server that is located the corresponding 
data.  

The two digital libraries that are used in this use 
case have been integrated utilizing web services 
technology. There are, in both systems, SOAP servers 
that are exposing retrieving methods as services over 
the web. Also, the Integrated Systems Data Mediator 
has stored the corresponding client scripts in order to 
invoke the provided web services of the systems.  

The Integrated Systems Data Mediator will locate 
the server (or servers ) where the data is stored. The 
last step is to invoke the appropriate web method from 
the two digital libraries for each data included in the 
query result. The data is transferred from the two 
systems and is presented to the user. 

Figure 2.  Integrated Data Ontology for books 

SELECT  ?booktitle 

WHERE  

(?book, 
<http://prlab.ceid.upatras.gr/ido#Author>, 
“x_author”) 

(?book, <http://a.com/ontology#Title>, 
?booktitle) 

Table 1. Search Book RDQL query  



8. Conclusion 
 
We have presented an Ontology-based Integration 

Mechanism for integrating distributes cultural data. 
The process introduces an ontological search model in 
order to both indexing the digital data and integrating 
the metadata description information. A search 
methodology process has been defined for the desirable 
unification of the ontology model and a prototype 
based on searching a set of distributed cultural heritage 
databases has been implemented to test the feasibility 
of the mechanism. As we progressed through the 
implementation some interesting issues emerged and 
have us looking at an extension of our current model 
that incorporates more types of edges and domain 
functions into the ontology model. 
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Abstract

This paper investigates the implications of using con-
cepts of collaboration as part of a planning architecture,
which intends to support hierarchical coalition operations.
Such concepts are mostly based on Teamwork approaches
and they were integrated into the planning architecture via
the same constraint-based framework, already in use by the
architecture. The approach intends to maintain the plan-
ning and collaboration mechanisms independent of each
other, providing a general rather than specific environment
for the development of coalition support applications. Ad-
vantages, limitations and open issues of this approach are
discussed through a practical demonstration in a disaster
relief domain based on the RoboCup Rescue simulator.

1. Introduction

Coalition, from Latin coalescere (co-, together +
alescere, to grow) is a type of organisation where joint
members work together to solve mutual goals. One of the
principal features of a coalition is the existence of a global
goal, which motivates the activities of all coalition mem-
bers. However, normally such members are not directly
involved in the resolution of this goal, but in subtasks as-
sociated with it.

The use of intelligent planning as a resource to support
coalition operations brings several advantages to these or-
ganisations, such as prediction of failures, resource alloca-
tion, conflict identification and so on. The planning process
in coalitions is naturally distributed because each coalition
member is a decision-maker. In this context, the use of hi-
erarchies is a natural way to arrange coalition members in
decision-making levels, where such members deal with dif-
ferent details and knowledge associated with a plan in de-
velopment.

The I-X project [Tate, 2004] has created a planning ar-
chitecture that can be applied to the configuration and sup-
port of hierarchical coalitions. I-X plans are specified ac-
cording to � I-N-C-A � (Issues - Nodes - Constraints - An-
notations) [Tate, 2003], a general-purpose constraint-based
ontology that can be used to represent plans in the form of
a set of constraints on the space of all possible plans in the
application domain. The planning development is based on
constraint manipulation and carried out as a two-cycle pro-
cess (constraint addition and propagation), which aims to
build a plan as a set of nodes (activities) with their associ-
ated detailed constraints.

This work investigates the integration of collaboration
concepts into this architecture, discussing its implications,
advantages and limitations. An important aim is to avoid
additional requisites to the development of plans, so that
existent I-X plans, for example, can take advantages of the
new collaboration features without additional changes in
their structures.

The remainder of this paper is structured as follows:
Section 2 employs the I-X approach in a search and res-
cue domain called I-Kobe, which is based on the RoboCup
Rescue simulator [Kitano and Tadokoro, 2001], highlight-
ing the limitations of this application. Section 3 presents
the Teamwork Theory, a formal framework for collabora-
tion that can be used to cope with such limitations. Section
4 details how we are integrating the collaboration concepts
with the planning architecture. Section 5 discusses the re-
sults of applying this collaborative version in the previous
search and rescue domain, while Section 6 concludes with
final remarks and directions.

2 I-Kobe

The I-Kobe application uses a disaster relief domain,
based on the RoboCup Rescue simulator. The experi-
ment discussed here focuses on the performance of a sub-



coalition ��� composed of one police office (operational
level) and ten police forces (tactical level) during a period
of 150 cycles, which corresponds to 150 minutes in the real
world. The objective of � � is to clear the roads that are
blocked by collapsed buildings. A good performance of � �
is very important to the fire brigades, for example, because
they need clear paths to quickly reach the fire points and
water refill places.

The tactical agents use a simple plan. Each police force
has a list of blocked roads, indicated by the police office,
that is ordered by the closest distance from the blockage to
the current agent position. Then, if an agent is clearing a
road, it remains doing that until one of the passable lines
becomes clear. Otherwise, it accesses its list to know the
next blocked road. If the list is empty, the agent tries to find
(search action) other blockages around the scenario.

Using the I-X architecture, agents are provided with a co-
ordination structure where they can report execution, com-
pletion or failure of activities. In addition it is possible to
implement handlers to deal with specific activities. For this
experiment we have implemented a handler called “Sim-
pleAllocation” that uses reports and information about the
environment to generate an efficient delegation of activities
to police forces. The results for this experiment are shown
in follow (Figure 1).

Figure 1. I-Kobe simulation results.

The curves in the graphic represent the average be-
haviour of the police forces. The Move curve, for example,
has a peak around the cycle 70 and after that starts to de-
crease. This means that the police forces are mostly dealing
with the delegated activities until the cycle 70 (they are go-
ing to blocked positions specified by the police office). The
Search curve has the opposite behaviour, showing that the
police forces are going back to search actions as soon as
they complete the delegated activities. The experiment also
highlights some limitations of this approach. The principal
examples are:

� Police forces only report completion or failure of ac-
tivities. Reports associated with activity commitments
and progress are also important because they provide,
for example, useful information to be used by handlers;

� In situations where the police office allocates a clear
activity to n agents, n sub-nodes are created to repre-
sent such allocations. These nodes are typically exam-
ples of or-activities where only one of them needs to
be completed for the overall clear activity be finished.
However this does not happen in this experiment.

The next sections show how the design of the I-X plan-
ning framework can cope with these and other problems
if such a framework is developed considering fundamental
concepts of collaboration.

3 Teamwork as Basis for Collaboration

The teamwork research [Cohen and Levesque, 1991] in-
volves a set of ideas that support the implementation of col-
laborative systems. Joint Intentions [Levesque et al., 1990]
was the first teamwork proposal to formally define such
ideas. A joint intention of a coalition � is based on its joint
commitment, which is defined as a Joint Persistent Goal
(JPG). A JPG( � ,p,e) to carry out a proposition p while e is
relevant, requires all coalition members to mutually believe
that p is currently false and want p to be eventually true. In
addition, a JPG ensures that coalition members cannot de-
commit until p is mutually known to be achieved, unachiev-
able or irrelevant.

The Joint Intentions approach forms the basis to de-
fine when agents must communicate some important in-
formation (commitments and reports), collaborating in
this way with each other. However we are consider-
ing two extensions of this work, which are proposed in
the Joint Responsibilities [Jennings, 1992] and SharedPlans
[Grosz et al., 1999] theories.

The Joint Responsibilities Theory extends the Joint In-
tentions ideas to include the notion of plan states. Accord-
ing to this theory, an important reason for explicitly dis-
tinguishing between the goals of activities and plan states
becomes evident by examining what happens after the two
types of commitment failure. In the former case, the team’s
activity with respect to the particular goal is over. However
if the group becomes uncommitted to the common solution
(a plan) there may still be useful processing to be carried
out. For example, if the plan is deemed invalid, the agents
may try a different sequence of actions which produce the
same result. Thus dropping commitment to the common so-
lution plays a different functional role than dropping a goal.

The SharedPlans Theory considers also important for
collaboration, in addition to commitments and reports, the
idea of mutual support. In this way, this theory defines an



intentional attitude (INT.TH, intention-that) which enables
an agent to say to others which propositions need to hold
so that its activities can be performed. Thus, such attitudes
of an agent directly restrict the intentions that other agents
adopt, affecting their planning reasoning.

4 Integration Analysis

We can analyse the integration of teamwork ideas with
planning via an algorithm that considers the plan creation
PLAN( � ,p) as one of its functions. For that end, consider
that such an algorithm is carried out by an agent � , mem-
ber of a coalition �
	 , that receive an activity p � from its
superior agent sender. This algorithm is codified via the
“CollaborativePlanning” function in follow:

01. function CollaborativePlanning(sender,p � )
02. subplan � PLAN( � ,p � )
03. if(  subplan)
04. if (hasNodesToBeDelegated(subplan)) then
05. Delegate(subplan,subordinates) � WaitCommits()
06. if  s (s � subordinates) � ( � commits(s)) then
07. go to step 04
08. endif
09. endif
10. Report(sender,p � ,committed)
11. Broadcast( �
� ,subplan.conditions)
12. while ( � Complete(subplan))
13. if (JustReady(subplan) � Changed(subplan)) then
14. Report(sender,n � ,executing)
15. else if (Violated(subplan) � Receive(failure)) then
16. go to step 4
17. endif
18. end while
19. Report(sender,p � ,completion)
20. else
21. Report(sender,p � ,failure)
22. � s (s � subordinates) � HasCommitted(s,subplan � )
23. Report(s,subplan � ,failure)
24. endif
25. end function

This function entails some implications. First the func-
tion tries to generate a subplan to perform p � (step 02). If
a subplan is possible (step 03) and it does not depend of
anyone else (step 04) then the agent can commit to p � (step
10). However, if subplan depends on the commitment of
subordinates, then � must delegate the necessary nodes to
its subordinates and wait for their commitments (step 05).
This means that commitments are done between a superior
agent and their subordinates and, starting from the bottom,
an “upper-commitment” can only be done if all the “down-
commitments” are already stabilised.

Second, if some subordinate agent is not able to com-
mit (step 06), � returns (step 07) to generate other subplan
rather than sending a failure report to its superior. Such a
situation is similar to the cases where subplan is violated or
� receives a failure message of its subordinates (step 15).
This approach implements the idea of enclosing problems
inside the subteam where they were generated.

Third, if � is not able to generate a subplan for p � , it re-
ports a failure to its superior (step 21). In addition, it must
also alert their subordinates that p � has failed and conse-
quently its subnodes can be abandoned (steps 22 and 23).

After reporting a commitment (step 10), � must moni-
tor and report execution status until the completion/failure
of p � . Progress reports are associated with changes in the
plan, which are monitored and sent to superior as an ongo-
ing execution report (step 13). Constraint violations and
failure messages are also monitored (step 15) so that �
firstly tries to repair the problem by itself (step 16) be-
fore sending a failure report. Note that, using this function,
any activity p will have one of the following status: no-
ready,possible,impossible,complete and executing. The � I-
N-C-A � definition for activities contains a status attribute
that can be filled with one of these options.

We must note that, according to the Joint Intentions the-
ory, if � finds out a problem in subplan, all the commit-
ments previously associated with subplan should be can-
celled. Differently, the Joint Responsibilities Theory states
that if � 	 becomes uncommitted to subplan, there may still
be useful processing to be carried out. We are using this
idea when � tries a new subplan (steps 07 and 16).

A last step that must be explained is associated with the
idea of mutual support. The principal idea behind mutual
support is to enable that one agent has knowledge about the
needs of other agents. For example, � knows that a specific
road is clear so that it uses this constraint in its plan. How-
ever, as the world is dynamic, the road becomes blocked. If
any other agent finds out that such road is no longer clear,
it must inform this fact to � . Thus, this informer agent is
supporting the performance of � .

An easy option to implement this feature is to force that
agents broadcast any new fact to all coalition. Consequently
all agents will have their knowledge base updated and prob-
lems like that can be avoided. However, this is not a good
approach in terms of communication and agents will also
receive much useless information.

Consider now that subplan of � ( ����� 	 ) has a set of
conditional constraints C, which � desires to hold so that
subplan is still valid. In this case, each c ��� C is a constraint
that � believes to be true and hopes that it is still true. Then
� broadcasts C (step 11) for every agent ��������	 so that
other agents of its subteam know what it needs. A function
based on this idea, and applied by agents that receive C from
� , is defined as:



01. function MutualSupport( � ,C)
02. while (  c � c � � C )
03. if (  c � c � c��� C � c ��� BEL( � � ) �

Conflict(c� ,c � )) then
04. newactivity � CreateActivity(Goal(c � ))
05. if ( �! newactivity) then Inform( � ,c � ) endif
06. Retire(c � ,C)
07. endif
08. if (  c � c � � C �"� Valid(c � )) then
09. Retire(c � ,C)
10. endif
11. end while
12. end function

According to the function, each agent � � must compare
its beliefs BEL( � � ) with C (step 03). If � � finds some con-
flict, it must try to create a new activity whose goal is to
turn c � true (step 04). If this is not possible, � � must inform
� that c� is no longer holding and its new value is c � (step
05). The idea implemented by this function is simple, how-
ever there are two more complex points: the “Conflict” and
“Valid” functions.

The Conflict function (step 03) is an extension of the Vi-
olated function (step 15, CollaborativePlanning function).
A violation is a type of conflict between two constraints.
It says that two constraints, which are supposed to match,
are not matching. However we are also considering as con-
flict the situation where two constraints have the potential
to be identical. For example, ((colour Car),?x) and ((colour
Car),blue). In this case the two constraints are in conflict be-
cause they have the potential to be identical if the variable
?x assumes the value “blue”. This type of conflict is very
useful in the following class of situations. Suppose that one
of the activities of � is to rescue injured civilians. For that
end, � firstly needs to find such civilians so that it has the
following conditional constraints: ((position ?a),?b), ((role
?a),civilian) and (status ?a),injured). This set of constraints
implies that the variable ?b is the location of an injured civil-
ian ?a. Then if other team agents that have or discover a set
of constraints that conflict with the set sent by � , they must
inform � about this new knowledge (note that in this case
no make sense to create a new activity).

The Valid function (step 08) accounts for eliminating the
constraints that no longer represent conditions to � . This is
important to avoid that � still receives useless information
and also to decrease the number of messages in the coali-
tion. A practical way to do that is to consider that all c � �
C has a timestamp that indicates the interval where such
constraint is valid.

Using the timestamp (t � ,t # ) and considering that t � and t #
are ground values, the Valid function only needs to compare
if the condition (t #�� current-time) is true to eliminate the
respective constraint. However this timestamps are not use-
ful if agents do not know when their activities finish because

such a temporal value will be a variable. Note that the prin-
cipal advantage that we are looking for in using timestamps
is to avoid that agents (C’s senders) need to broadcast the
information that they no longer need that a group of con-
straints holds. Rather, timestamps enables agents (C’s re-
ceivers) to reason by themselves on the elimination of such
constraints.

One of the principal advantages of the MutualSupport
function is that it improves the information sharing in
��	 because the sending of information is guided by the
constraint-based knowledge that each agent has about the
activities of its partners. In addition, it can also be used as a
method to avoid conflict between activities because agents
know which external constraints must be respected.

5. I-Kobe: a Collaborative Version

In the last experiment, the first report is sent when agents
start the execution of their activities. In this new version, the
first report is generated as soon as a plan is created (commit-
ment). Note that if there is a long period between the plan
generation and the plan execution, the police office will also
spend a long period unsure about the status of this activity.

This new version also compels police forces to send
progress updates, if some plan information has changed. In
this experiment, when a police force pf commits to the per-
formance of an activity ac, it also sends the cost of ac to its
police office. The cost here is given by the time, in domain
simulation cycles, that pf will spend to reach the blockage
place, plus the time to clear such blockage. However this
cost can change due to, for example, problems in the path
and wrong estimations (e.g., pf usually does an estimative
of the time to clear blockages in the moment of the com-
mitment because it has not seen the blockage yet). As the
allocator handler uses the cost values during the process of
delegation, progress updates help it in keeping its alloca-
tion table in accordance with the real situation of the police
forces, improving the process of allocation.

Together with the commitment mechanism, we have also
introduced the notion of mutual support into this experi-
ment. The mutual support function plays an useful role dur-
ing the simulation. When a police force receives an activity
to clear a road, it shares the conditions to clear this road.
One of these conditions is that the road is actually blocked.
If other agent of the coalition has an information that con-
trasts with this condition, it must inform to the police force.

This process indirectly resolves the problem of or-
activities discussed in the last experiment. If two police
forces pf $ and pf % receive the same activity to clear a road
and pf $ finishes such activity before pf % has started its exe-
cution, the new status of the road (status road = clear) will
contrast with the conditional constraint sent by pf % to pf $ ,
so that pf $ informs this new status to pf % (note that both



agents have received the conditional constraints of each
other). Then, pf % automatically reports the completion of
its activity to its police office. Using this mechanism, the
police forces become available faster and the allocator has
more options to perform its allocations.

On the other hand, this experiment highlights a poten-
tial problem. According to the mutual support function, be-
fore pf $ informs the new status of the road, it must try to
create an activity that turns the condition true (status road
= blocked). This does not happen in this experiment be-
cause police forces do not have this capability. But, in a
general way, conditions that are negations of goals can gen-
erate problems, so that the CreateActivity function (step 04,
MutualSupport function) must consider this exception1.

If we calculate the integral of the Clear curve (Figure 2)
for this experiment, the resultant value is almost the same
as in the last experiment. However in this case we are sure
that the clear actions are associated with the requests of the
police office because such a curve follows the behaviour of
the Move curve. In other words the police forces are mov-
ing to the blockages indicated by the police office. Note
that there are two perspectives in which we can analyse the
efficiency of ��� . From the ��� ’s perspective, such subteam
is efficient if they are able to clear a big number of roads.
From the perspective of the coalition as a whole, which is
the focus of this experiment, �&� is efficient if they are able
to clear the necessary roads. Thus, rather than a quantita-
tive result, we are interested in a qualitative measure on the
performance of clear actions.

Figure 2. Collaborative version results.

If we compare this graphic with the graphic of the first
experiment (Figure 1), we can also notice that the Move and
Search curves are more regular and narrower. This indicates
that the police forces finish their delegated activities faster

1This is a common problem in AI planning and planners often use “con-
straint types” to indicate which constraints are only intended to be tested
and which are intended to be targets to be achieved [Tate, 1995].

than the first experiment, returning to their original action
of searching blockages by themselves.

6. Final Discussion and Directions

A deficiency in the current planning literature is the lack
of discussions about the amount and kind of knowledge that
each agent of a coalition must maintain about the coalition’s
activities so that they mutually support one another. Ac-
cording to our approach to mutual support, we are arguing
that the knowledge about the conditions required by each
agent is appropriate to enable such support. However, based
on our experiments, it is not possible to demonstrate the real
efficiency of such an approach. A detailed investigation of
this issue could be done via measures of the usefulness and
usability of the knowledge, in our case the activities’ condi-
tions shared through the coalition.

Other practical matters associated with the mutual sup-
port approach are: the elimination of useless information,
the number of messages and the post-conflict decision pro-
cess. As discussed previously, the solution applied to elim-
inate conditions is to stamp a timeline in each constraint
saying the period that it should be considered valid. How-
ever such a solution was not very useful in our application
because the majority of the activities did not have a defined
timeline (start and finish times).

Another pertinent problem appears when an agent aban-
dons an activity. In this case its conditional constraints are
no longer valid, but as they were shared into the coalition,
they are still generating unnecessary reasoning and perfor-
mance of activities. Thus, the development of a process
like a team garbage collection, applied to unnecessary con-
straints, could be appropriate to avoid collateral effects.

Concerning the number of messages, the experiments
have demonstrated that the mutual support function is likely
to require considerable communication. The idea of filter
algorithms could be applied to this problem, avoiding that
an agent sends its conditional constraints for all agents of
its (sub)team.

The post-conflict decision process is another possible
reason for low efficiency. Consider the following scenario:
an agent a $ generates a plan p $ with a conditional constraint
c $ , which is shared into the coalition. Meanwhile, an agent
a % is trying to generate a plan a % , however their possible
plans are in conflict with a % . According to the simple post-
conflict decision process that we are applying, all the agents
must consider the constraints already shared. Thus, a % will
not be able to complete its activity. This problem becomes
worse if the performance of a % is critical to the coalition
aim. In this case a $ should replan its activities, eliminat-
ing c $ and enabling the generation of p % by a % . We can
conclude that the simple use of time is not adequate for the
post-conflict decision process and the priority of the activi-



ties is an important attribute that must be considered during
such process.

The definition of possible extensions for this work is di-
rectly indicated by such limitations. These extensions are
listed below:

� Development of experiments that measure the useful-
ness and usability of conditional constraints, consid-
ering the process of mutual support. The idea is to
investigate, from the set of all constraints received by
an agent, which of such constraints are useful for the
different processes provided by the mutual support ap-
proach (conflict resolution, information sharing and
activity generation). Based on the results of this ex-
periment, we could also be able to know which infor-
mation, other than conditional constraints, is important
to agents. If we apply such experiments to all the hier-
archical levels, we can produce the basis for supplying
the lack in the current planning literature previously
cited;

� Study and implementation of mechanisms that enable
the elimination of knowledge which is no longer valid
from the coalition. Rather than agents exchanging
messages saying which information must be elimi-
nated, agents should be able to reason about such elim-
ination by themselves. An interesting metaphor, used
in the previous section, is to think about this process
as a garbage collection used for some object-oriented
languages. In Java, for example, each virtual machine
uses a specific rule (there are no longer any refer-
ences to an object) to eliminate unnecessary objects. In
the same way, we could implement some rule in each
agent so that they eliminate unnecessary knowledge;

� Specification and test of a post-conflict decision pro-
cess so that it considers the idea of priority. In fact
the � I-N-C-A � ontology already provides a represen-
tational attribute for priority in the activity definition.
Thus we could use this attribute to decide which agent
must replan in case of conflict.

The extension of our search and rescue domain to
three levels of decision-making (strategic, operational
and tactical), together with the implementation of a
new different domain associated with space applications
[Siebra et al., 2004] are also themes for future works.
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Abstract

In human social systems, roles are a key mechanism for
social interaction and integration. This paper argues that
robots can use social roles to enable behavior based on a
study of roles from the social sciences, as well as related
work in software agents. It poses a novel categorization
of the influence of autonomy and reasoning on role mech-
anisms. This categorization identifies the areas of research
needed to build an artificial social system that fully mim-
ics the behavior of natural social systems. The paper also
provides a survey of the current state of role-based robotics.
Finally, it offers an example of how roles can enable domain
integration by extending previous work in defining a robot
persona, first presented for allocating resources within dis-
tributed, heterogeneous teams of robots, with the addition
of roles.

1 Introduction

Multirobot systems are currently used in a wide vari-
ety of situations, from military applications to search and
rescue to off-world exploration. Unfortunately, there is lit-
tle interoperability between domains – existing approaches
to multirobot system design incorporate domain knowl-
edge directly in the robot software and system designs [20;
13]. Adaptation to a new domain will be important for the
rapid deployment of robot systems, particularly for an or-
ganization such as Institute for Safety, Security and Res-
cue Technology (iSSRT) which responds to Urban Search
and Rescue events on short notice. Interoperability could
allow robot systems designed for use with US search and
rescue teams to be integrated into an agent-based multi-
national rescue operation of the sort described in [25;
22].

In human social systems, roles are a key mechanism for
social interaction and integration. Roles define the interac-
tions of individuals within a social context, and are insepa-

rable from the social context. Since roles allow individual
human persons to operate in a wide variety of domains on a
regular basis, we feel the connection between this concept
and artificial social systems should be investigated.

This paper makes four claims about social roles and
robotics. First, robots can use social roles to enable behav-
ior. We base this claim on a foundation of roles from the
social sciences, as well as related work in software agents.
Second, we pose a categorization of the influence of auton-
omy and reasoning on role mechanisms. This categoriza-
tion shows that there is a great deal of research needed to
build an artificial social system that fully mimics the behav-
ior of natural social systems. Third, we provide a survey of
the current state of role-based robotics. Fourth, this paper
extends previous work in defining a robot persona, first pre-
sented for allocating resources within distributed, heteroge-
neous teams of robots in [19], with the addition of roles to
enable domain integration.

2 Survey of Roles

In order to facilitate a consistent discussion relating work
in artificial roles, this section summarizes terminology re-
lated to roles from a sociological standpoint. This section
then examines the influence of autonomy and reasoning on
roles in artificial role-based systems, a major contribution
of this work. Finally, we investigate topical related work in
agent-based and robotic systems.

2.1 Roles

Roles can be viewed in light of both a static description
(role dimensions) and a dynamic interaction (role mecha-
nisms). Jahnke, et al. [17], define four static dimensions
(position, functions, expectations and interactions) and six
dynamic mechanisms (role assignment, role change, role
making, role taking, inter-role conflict, and role definition).
These ten characterizations form the basis for a discussion
of roles and are described briefly below:

1



1. Position: Roles reflect a static view of an organiza-
tional structure. The position of a role in a social struc-
ture defines the functions and tasks that are required for
the role.

2. Functions and tasks: Each role is associated with a for-
mal set of permissions, obligations and activities that
are defined by the social organization. This role di-
mension associates a role with how it is performed. A
person playing a search specialist role is required to
search a disaster area according to a predefined proto-
col. A role my also incorporate restrictions or quali-
fications; in this example, a search specialist may be
unable to search a building until a structural specialist
has investigated the safety of the building.

3. Behavioral expectations: If the functions and tasks of
a role are a formal description of the role, the behav-
ioral expectations are informal conventions bound in
the social interactions of a role. Violating conventions
can earn an agent negative sanctions from other agents
in the community.

4. Social interactions: Finally, a role player’s ability to
play the role can feed back and shape the role defini-
tion itself, whether through modifying the role’s be-
havioral expectations, core functions, or even position
in the social system itself.

If the four role dimensions are a structural description of
a role and its relations, the following six dynamic relations,
known as role mechanisms, are a functional description of
how an individual interacts with roles:

1. Role assignment: Role assignment is the process of
assigning a role to an agent in a social system. Role
assignment is a statement of desire, not a guarantee
that the agent will accept or be able to play the role.

2. Role taking: Role taking occurs when an agent uses the
known role played by another agent to build a model of
the agent’s behavior. Coutu [10] noted that role taking
is often erroneously confused with role assignment.

3. Role change: An agent may play one or more roles
simultaneously or in sequence, and role change is the
process of relinquishing a role and assuming another.

4. Role making: In a human society, each person that
plays a role does so in their own unique manner, and
transforms the behavioral expectations into concrete
action in different manners.

5. Inter-role conflict: An agent may hold multiple roles,
and the goals of each may conflict.

6. Role definition: Over time the definition of a role may
change. This may be due to changing circumstances,
where a role may be radically changed or a new role
created, or due to a negotiated social change in the be-
havioral expectations due to the role making of differ-
ent actors.

2.2 Autonomy, Roles and Reasoning

Natural social systems have a particularly large advan-
tage over artificial social systems – all or almost all the
members of a natural system are autonomous entities with a
high level of reasoning ability. Artificial social systems do
not have this advantage. Members of these systems are typi-
cally endowed with much less autonomy and computational
power. In systems where none of the artificial agents have
the requisite abilities, the role dimensions and mechanisms
must be simulated or processed by a human developer or de-
signer and may not operate in real time. Thus the effect of
both autonomy and reasoning ability on these role dimen-
sions and mechanisms and artificial system design must be
considered to successfully design these social systems and
the agents within them. This section discusses the relation-
ship of the four role dimensions and six role mechanisms to
autonomy and reasoning and offers a graphical mapping to
relate these concepts.

Of the four role dimensions, the position and formal
functions and tasks are of primary importance to artificial
social systems and the implementation of roles. In partic-
ular the position is a description of how the different roles
relate to each other, essentially defining the social structure
of the domain. This has a large impact on the norms of the
system, the rights, restrictions and permissions one role is
granted over another. The functions describe the particu-
lar obligations of the role player when the role is assumed.
The reasoning ability of a software system is of particular
importance in light of these two role dimensions; a reason-
ing system can use a formal definition to infer information
about the interaction of role obligations, right, permissions
and other roles.

The behavioral expectations and social interactions be-
tween roles are of a less direct relevance as they are both
informal or implicit expectation of behavior. However, as
Hicinbothom, et al [16] note, experts often rely on this
implicit knowledge to boost performance. Autonomy has
more of an impact on behavioral expectation and social
interactions. Both require the ability to vary from a pre-
planned behavioral script and the ability to react to other
agent’s behaviors that do not conform tightly to a formal
specification.

The six role mechanisms are particularly dependent on
both autonomy are reasoning. Figure 1 presents a novel
characterization of the relative system requirements for
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Figure 1. The influence of autonomy and rea-
soning on role mechanisms

each of the role mechanisms as well as the current utiliza-
tion in both agent (Section 2.3) and robot systems (Sec-
tion 2.4). Role assignment can be handled by a system with
limited autonomy and reasoning capabilities through a role
or task allocation mechanism such as that described in [15]
and [18]. However, anticipating the behavior of other enti-
ties in the system (role taking) requires a great deal more
reasoning ability (to anticipate actions) and autonomy to
change behavior based on the predictions. Role definition,
the creation of new roles, requires the most reasoning ability
and autonomy to handle successfully.

2.3 Agents Using Roles

The bulk of prior work with roles in multi-agent sys-
tems has appeared out of the software agent community,
and is relevant to multi-robot systems. Work influencing the
static role description in agent systems has included social
norms and policies [4; 14] as well as social enforcement [3;
6]. Wooldridge, et al. [27], in particular, observe that
multi-agent system design is more complicated than tra-
ditional software engineering, which fails to capture an
agent’s problem solving behavior and social interactions.
They propose the GAIA methodology for agent-oriented
design, using roles to model the responsibilities, permis-
sions, activities and protocols of an agent. In a sense,
though, this methodology and Zambonelli’s [28] extension
to incorporate organizational structure, only describe the
first two static dimensions of role analysis: position and
function.

In open multi-agent systems, where agents can enter or
leave the system, it is not enough to simply describe the
static role dimensions. These agents need to incorporate
role dynamics as well. Dastani, et al. [11; 12] have stud-
ied dynamic role assignment in such open societies, and
Boissier, et al. [5] look at how an individual’s cognitive
framework and behavior can change when playing a role,
and describe how the role can influence the individual’s
goals, desires and beliefs, as well as cause the individual to
dynamically gain or lose influence or power. A reasoning
agent may very well agree to play a role to gain access to
information that will help with private goals even if it does
mean accepting new restrictions or obligations.

Colman and Han [9] have investigated autonomy and
how it can relate to roles and agency. The propose five-
levels of autonomy: no autonomy, process autonomy,
system-state autonomy, intentional autonomy, and auton-
omy from constraints. This view of autonomy maps to that
described in 2.2. However, the general level of implementa-
tion of the role dimensions and role mechanisms is unclear,
and autonomy has not been investigated in this context.

2.4 Robots Using Roles

Multi-robot systems is a less developed field then gen-
eral multi-agent systems. As a result, research on strong
social interactions between robots and well-defined multi-
robot domains have been slower to develop. However, there
has been some recent work in this area. As field robotics
is inherently failure-prone [7] and is thus by definition an
open agent environment, it is natural that research will lead
in the direction of the dynamic characterization of roles.

Roles appear in limited form in previous robotics lit-
erature, but they do so primarily as a synonym for task,
without many of the stronger social aspects; these uses
of roles appear to be strictly limited to role-assignment
and role-change. Stone and Veloso [23] used roles in this
manner, building formations composed of a set number of
specific roles for robot soccer. As the soccer game pro-
gressed, formations (and thus roles) would change dynam-
ically. Roles also appeared in Martinson and Arkin [21] as
a vehicle to test a Q-learning-based role-assignment mecha-
nism using a foraging task in a hostile environment. Finally,
Støy [24] used roles in a more recursive manner for self-
reconfigurable robots; each reconfigurable module could as-
sume a role within the robot such as “leg” or “spine”. Role
selection and assignment provided the required behavior for
the module within the social context of the robot, but did not
influence how the robot interacted with other agents.



3 The Future of Roles for Robot and Agent
Systems

Roles are used in both robot and agent systems to de-
fine and regulate behavior. Their use, however, seems to
hold particular promise for enabling integration of robots
or robot teams into a variety of different domains. Robots
are physical, situated agents that are expensive to build and
prone to failure in adverse conditions. Thus a particular sys-
tem is likely to have a limited number available for use and
it may be necessary to “share” robots between domains.

As a motivating example, two sample domains are exam-
ined. The first is a project to simulate a manned mission to
Mars [8] which uses a robot as an integral part of the project
to assist human scientists with science missions. The sec-
ond is a high-level planning and control scenario with the
goal of directing a number of coalition groups for a search
and rescue operation described in [25].

The Mars analog project [8] is an example of a complex
domain where the actors in the system have defined roles.
While there are a number of human and software agents in
the system there is also an EVA Robotic Assistant (ERA)
for science missions. The ERA can perform the following
tasks: capture digital panoramic images, carry tools and sci-
ence samples, move to designated locations, print labels for
the rock and soil samples, autonomously follow an astro-
naut, and it can function as a network relay node. Thus it
can perform a number of roles, which may change based on
mission parameters and events. If this robot were to fail at
a critical time, it might be necessary to recruit a robot from
some other mission to fill some of these roles.

The Coalition Search and Rescue - Task Support
(CoSAR-TS) project [25] had the goal of creating a sys-
tem to link the capabilities of a coalition of search and res-
cue organizations. The system knowledge base contained
important data including country information, hospital lo-
cations and services, and asset capabilities such as a rescue
helicopter with the ability to pick up a downed pilot. In ad-
dition, there were agents with predefined roles such as SAR
coordinator or hospital information provider. This domain
description does not include the use of robots directly, but it
is certainly plausible that robot search assets could be used
in some manner. In this case, the robots would need to be
able to fill roles as needed.

4 Current Work

The concepts expounded here are currently being used
to adapt a team of heterogeneous ground vehicles for use
in a military operation domain by adding role to the USF
Distributed Field Robot Architecture via the addition of a
domain adapter. This section presents a preliminary view

of this work and discusses how the use of roles is built on
prior work.

In this military operation domain, a robot is intended to
fill three basic roles: AutonomousNavigator, Scout and In-
vestigator. The robot’s position in this particular domain
is of limited autonomy; each role and a goal plan for each
role is defined by a cognitive agent residing external to each
robot. The following is a high-level description of the func-
tion of these roles:

AutonomousNavigator: When a robot is assigned this
role, it is expected to navigate following a pre-planned
high-level path. The cognitive agent does not have a
detailed map of the terrain, so the on-board cartogra-
pher is expected to modify the path to avoid unmapped
obstacles encountered along the way.

Investigator: The investigator role is an information-
gathering role, where the robot is expected to sense as
much information as possible about a target location or
object.

Scout: The Scout role is a combination of Autonomous-
Navigator and Investigator; in this role the robot acts
as a remote sensing platform for the cognitive agent.

Not all of the role mechanisms are necessary for this do-
main. Dynamic role-definition is not an option – the three
static roles are pre-defined. Role-taking is performed by the
cognitive agent in this domain as it plans the mission sce-
nario, and there is little role-based interaction between robot
agents during mission execution. However, each robot must
be able to handle role-assignment , role-change and inter-
role conflict. These three mechanisms are critical for proper
operation of the robots in the domain; each robot must be
able to accept new roles, change roles dynamically and re-
solve basic conflicts between role goals. The final mech-
anism, role-making, is intentionally limited. However, as
each robot executes a set of reactive behaviors, the inter-
action between active behaviors and a dynamically chang-
ing environment will result in an overall emergent behavior
that is difficult to predict. It is thus possible that each robot
could, for the same set of assigned roles, produce a slightly
different action.

The domain adapter is designed to translate information
from a robot and present it in new domains. It is the domain
adapter that constructs and defines the roles of the robot in
each domain, maintaining static role state and implement-
ing the role mechanisms to the extent allowed by the do-
main and robot characteristics. The domain adapter is also
responsible for matching a role’s functions and tasks with
the appropriate robot implementation. For simple functions,
this may be a mapping to or from an internal data type, sen-
sor reading or percept. More complex functions may re-
quire complex behavior and social interaction by the robot.



These are typically represented as low-level behaviors or
high-level scripts that can sequence groups of behaviors [2].
In the example domain, information in the persona can be
used by the cognitive agent to make decisions about role
assignment.

The robots are programmed using USF’s DFRA [19]
and use a key concept from previous work, the persona.
DFRA is a three-layer architecture, incorporating a reac-
tive layer for behavior-based control, a deliberative layer
for high-level reasoning, and a distributed layer for multi-
agent communication. The distributed layer of the architec-
ture incorporates concepts from artificial intelligence and
software agents and is loosely based on the persona con-
cept from psychology and sociology. The persona provides
a metaphor for thinking about the robot and how it inter-
acts with other robots and intelligent agents. DFRA al-
lows the development of distributed algorithms and decision
making and allows the robots to work with software and
cognitive agents in a larger informational system. While
DFRA does not presently have a built-in method for hand-
ing social norms, such as permissions and obligations, it
can interface with the Knowledgeable Agent-oriented Sys-
tem (KAoS) [26], thereby allowing use of a robust agent
system for policy and norm management.

Persona

Role function 
and 

expectation

Prescriptions 
in the 

Domain

Role making Role 
assignment

Role 
performance

capabilities
norms
goals

responsibilities
obligations
role conflict

Behavior 
in the 

Domain

social
interaction

Figure 2. Interaction of persona and domain
for role assignment (adapted from [1])

This approach further refines the persona concept within
distributed robotics. Allport [1] notes that “role perfor-
mance is a point of intersection between the personality
system [persona] and the social system” (Figure 2). Not
only does the persona act as an external reflection of internal
state, but it is a facet of internal state that an observer needs
or wants to see. This reflection can vary by observer and
with circumstance. Within each domain, the robot would
appear as an agent of that domain. This is a key difference
between our approach and the role-modeling of [27], as the
latter focuses on a set of agents to fill roles identified during
an analysis phase, while the persona-based approach tries to
adapt existing robots to fill new roles in new domains.

5 Conclusions & Discussion

This paper has investigated the use of roles in human
social systems and summarized the literature on roles in the
software agent and robotics communities. This work has
three main implications for additional research.

A formal understanding of relationship between roles,
agents and domains can have a practical benefit for robotics.
Automated reasoning about roles through the semantic
mapping of concepts from domain to domain could be used
to simplify and improve adapting teams of robots or other
agents to new domains. This can be critical for coalition
formation, when new coalition members must be added to
fulfill overall goals.

While the use of roles to enable behavior can be rela-
tively straightforward, the impact of autonomy and reason-
ing ability on the role mechanisms is less well understood
and is an open area of research. Most previous work on
roles in artificial systems has involved agents that have lim-
ited autonomy, reasoning ability, or both. A systematic in-
vestigation of the effect of both autonomy and reasoning ca-
pability on roles and role mechanisms could uncover guid-
ing principles for system design. Mismatches between the
role mechanisms expected or required to fully function in a
domain and the role capabilities of autonomous platforms
could have severe implications for large-scale, flexible sys-
tem design.

Artificial systems may need to model or understand roles
to successfully interact with humans for extended periods or
within complex tasks because roles are inherent in human
social interactions. We may also find, for social interaction
between humans and artificial agents, an analog to the “un-
canny valley” of humanoid robotics if the role mechanisms
do not work in a fully human-like manner.
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Abstract 

 
Competition games are dynamic and distributed 

scenarios where agent technology is often applied. In 
this context, agents form collaborative coalitions that   
compete for a goal. Inside such type of coalitions of 
equals, we cannot centralize coordination on a single 
agent nor allocate tasks on a given agent by default. A 
protocol is proposed here to work in such conditions. 
This protocol is similar to a decentralized Contract 
Net, but initiator agent does not centralize agent task 
allocation. This problem is solved through a global 
system rank that selects the most suited agents for the 
task. This interaction protocol has been implemented 
and tested under different simulated conditions, 
showing a high level of success. 
 
1. Introduction 
In recent years, there has been an increasing interest in 
extending the use of Internet. With this intention, 
automation and delegation is desirable to exploit the 
possibilities of spanning geographical, cultural and 
political boundaries. It can be achieved through the use 
of autonomous programs often called ‘agents’. 
From the very different goals that agents try to 
accomplish in electronic environments, this research is 
interested just in how they coordinate their efforts 
towards a shared goal. Many agent coordination 
protocols have already been proposed for general 
purpose like TAEMS [9] and GPGP [1]. But their 
coordination is based on specialized agents like 
matchmakers, brokers, etc, or like Contract Net in 
witch contractor agent centralizes the task allocation. 
Since we intend to achieve coordination in a coalition 
of agents that play no special role of coordination (a 
society of equals) a new interaction protocol is 
required.  
 

The proposed protocol is mainly a variation of 
Contract Net, but modified according to restrictions 
and conditions of a specific environment (detailed in 
the next section). These restrictions try to describe 
most video games environments where several human 
and/or computerized players (agents) interact and play 
the game. 
The agents that participate in the proposed protocol are 
supposed to be basically situated agents, but with the 
ability to communicate with others through direct 
messages. So they can not be considered as a purely 
Situated MultiAgent System. The terms: capabilities, 
characteristics and situation are used indifferently 
along this paper, indicating whole agent situation, 
when applied to agents. They could reference the agent 
position in a map, availability to accomplish a given 
task, quantity of knowledge the agent has, etc. These 
agent characteristics are supposed to change 
dynamically along the time. 
 
2. Problem description and restrictions 
Most competitive videogames can be modelled as 
distributed and highly dynamic environments. Some of 
the characteristics that usually describe a video game 
environment are as follow: 
• Dynamicity:  

Agents situation changes constantly. That makes 
almost useless to advertise agent services or 
characteristics when the agent enters into the 
system, because these will change along the time. 
The characteristics or situation of the agent should 
be checked every time a petition is made or a goal 
is marked to be accomplished, and right in that 
moment, so that the best agent can be selected to 
do the task. As agent situation or characteristics 
change so dynamically and constantly along the 
time it results useless to publish, store and 
centralize them like its position in a map. 



• Agents falling (dying): 
Although the kind of services provided by an 
agent could be published and registered or 
concentrated in specialized agents acting as central 
entities like matchmakers, brokers, etc., these 
services will depend on agent situation at every 
moment. And therefore the central agent should be 
asking every agent about its situation before 
selecting one of them for a task. Moreover we are 
supposing a completely distributed environment in 
which only active agents able to interact with 
other agents or the environment itself are 
represented. So this kind of agents should be 
avoided. Another main reason to avoid 
concentration of information on a single 
specialized agent is that in competitive multiagent 
systems (such as video games), agents can enter, 
exit the system or even fall (being eliminated) at 
any time, losing all that information.  
All these reasons lead to a distributed system of 
agents with minimum hierarchical organization. 
Then, distributed coordination protocols that avoid 
centralization become really relevant. 

• Teams (or coalitions) setup: 
In distributed agent systems such as described 
here teams setup is an important issue. Although 
this interaction protocol is not designed to solve 
this problem, it could be used to select team 
components individually or by sending a special 
kind of multiple petition and then form the team. 
Selecting agents with complementary abilities to 
match up is not considered in this paper. 

• Communications load: 
One of the biggest problems in distributed systems 
is communications overload due to the quantity of 
information that is required to be exchanged. This 
proposal does not come to solve this problem as 
the general usage of this protocol still requires a 
large number of messages sent in the system for 
an agent or a group of agents (the best suited) to 
be chosen for a  task allocation. Given the 
conditions described above these messages are 
needed if the agent that centralizes, process all the 
information and makes the choice is eliminated. 
This work is repeated so many times as agents 
pretend to accomplish the task, as actually it is 
replicated by every one of these agents comparing 
themselves to the others. 

• Availability (Dynamism): 
Sometimes, in competitive distributed systems, 
accomplish a given goal (petition) is essential to 
win (or loose). If the petition sender agent or any 
other central agent falls or is eliminated, then the 
allocated task will not be completed and the 

corresponding goal might never be reached. This 
is a typical situation in video games in which a 
defender agent can ask for support when the team 
base is attacked. If a Contract Net were used and 
the defender was killed in the interaction process, 
the supporter could never arrive and therefore the 
base would be left undefended. This is one of the 
main reasons this kind of coordination protocol is 
needed. 

• Benevolence:  
In a cooperative environment, resolutions are 
made based on benevolence of the rest of the team 
agents. In this proposal agents’ benevolence is 
supposed. If there is a common goal then 
benevolence is needed for team work. If agents lie 
about their capabilities or situation a wrong 
selection will be made. Several other architectures 
and protocol have the same problem, which can be 
treated with different approaches like trusting 
techniques, secure entries to the system, etc. These 
techniques are not discussed in this paper. 

 
 3. Some previous coordination protocols 
There are several protocols dealing with the 
coordination problem. But must of them result useless 
or very hard to make work on some truly dynamic or 
risky environments. Some of the most relevant 
protocols are outlined in this section to show the 
differences with the proposed protocol. 
 
3.1. RETSINA 
RETSINA is a distributed multiagent system that uses 
a hierarchical organization divided in three layers. The 
first layer is constituted by interface agents, dealing 
with users. The second one is formed by task agents 
receiving petitions from interface agents, splitting them 
in subtasks and allocating them. Finally information 
agents receive petitions from task agents. Once data 
are retrieved by information agents it is sent back 
being processed until interface level. 
Task agents use HTN (Hierarchical Task Networks) 
for their organization, tasks and actions scheduling. 
Different kind of plans libraries like general or domain 
specific are used for that. 
This means that task agents’ hierarchy will depend on 
plan libraries and it will be mainly static. If a few task 
agents stop functioning some functions of the 
information system will not be available. In a different 
environment like a competitive video game it could 
represent some basic capabilities of the whole team not 
being available and so a direct game lost. 
Task allocation is made by matchmaking in which 
every agent that provides a service must be registered. 



These matchmaking agents are supposed to do not fail 
either, because this would mean that the all the 
registered agents would not be available. And if agents 
are continuously going in and out of the system a lot of 
messages to register and unregister would be 
generated. 
So this architecture still lacks of enough dynamicity to 
work reliably in a dynamic distributed and coordinated 
system like a video game. 
 
3.2. GPGP 
GPGP is very useful to schedule group tasks and 
coordinate agents even in a monitored and 
synchronized way [1]. Even with proposed 
enhancements to GPGP the quantity of communication 
messages can not be reduced. Commitment mechanism 
messages in a group are not reduced, still resulting in 
N2 messages. And communications between different 
groups are made by leaders and a static leadership 
hierarchy. But this hierarchy may accumulate several 
timeouts if agents in hierarchy fail until message is 
sent from a group to another. 
 
3.3. Contract Net 
Contract Net is an extensively used interaction 
protocol. It has been adopted by FIPA [5]. But it can 
vary depending on implementation details. It consists 
mainly in a contractor initiating the protocol dialog 
sending a Call For Proposals to the rest of participants 
in the dialog. These participants send their proposals 
back to the initiator. The initiator accepts or rejects 
proposals depending on his interests. As can be seen 
all the selection process and information is 
concentrated in the initiator. 
The risk here is not completing dialog if initiator is 
eliminated of the system. 
 
4. BDI model of the proposed agents 
In this section a Beliefs, Desires, Intentions (BDI) [8] 
model is described for agents to participate in the 
coordination protocol described in this paper. It is a 
partial model given and does not include specific 
beliefs, desires and intentions an agent may need to do 
their work. Only those relevant to the coordination 
protocol are described next: 
 
Beliefs  
• Petitions/Goals: The agent needs to keep a list 

with goals or petitions received. These goals can 
be modelled in several ways depending on the way 
the services offered in the system are modelled. 
Basic elements to include in the goal 
specifications can be the next: 

• Sender: The agent that publishes the goal. 
• Ontology/Ambit: A context must be specified 

in which petition has a determined meaning. It 
can be represented by ontology or a working 
area or ambit. Generally this ambit will let us 
classify agents according to their 
characteristics. 

• Action: The request itself specifies the 
concrete task to be accomplished. It will be 
interpreted depending on the previous 
ontology. 

• Quantity: It could be included in the previous 
attribute. Represents the exact number of 
agents needed or recommended to complete 
the petition. It is represented here because it is 
referenced in the protocol description. 

• Petition identification: Useful internally and 
in communications with other agents. Should 
allow a unique identification in the system. It 
could be based on the sender’s system 
identification and a counter, supposing a 
unique identification for the agent. 

• Delays/Deadlines: Waiting times associated to 
the task actions, like minimum time waited 
before responding to the petition or deadline 
to be accomplished. 

• Restrictions: Generally related to work ambit, 
needed to discard agents that would not can to 
accomplish the task. 

• Ranks: A global ranking is made in which every 
agent in the system knows his own position, 
respectively to every petition sent, indicating its 
adequateness to the petition requirements. So, 
every rank position must be associated to every 
petition in agent’s beliefs list 

• Characteristics/Capabilities: These represent the 
rest of beliefs the agent has. These does not need 
to match capabilities specification o services this 
agent offers, but a complete or partial vision of 
these characteristics will be interchanged among 
agents so that they can compare themselves and 
determine their position at global ranking. 

 
Desires/Goals: 
Agent’s goals can be split in two kinds: 
• Own goals: Agent will have his own goals so that 

he can work independently or autonomously. 
These goals are optional, making the agent act 
only on demand. 

• Foreign o Group goals: Agent can receive 
petitions from other agents, creating new goals 
independently from owns to work in group or 
serve other agents. 



In case of not accepting external petitions, the agent is 
supposed to be autonomous and will not work in 
group. So it will not use this kind of coordination 
protocol and does not need to adopt this formalization, 
at least as service provider. It still could send petitions 
to the system and even receive responses in case that 
they are needed. 
 
Intentions/Plans: 
There are two plans directly related to the protocol as 
defined here: 
• Accept Petition: This plan must accept incoming 

petitions to the agent, determine if these petitions 
correspond to agent capabilities, assign a global 
rank value corresponding to such petition (initially 
1), check out specified restrictions and act after 
indicated deadline if agent is in the needed rank. 

• Accept Capability/Situation Descriptions: In 
parallel with the previous plan. After accepting a 
petition, a message with agent situation is sent to 
the rest of agents. So messages with characteristics 
of the rest of agents will be received. This plan 
compares information included in every message 
received to own characteristics to determine agent 
position at global rank. 

 
5. The proposed Coordination Protocol 
This protocol can be considered basically as a Contract 
Net without a contractor role. Contractor role is 
reduced just to send the petition. Actually contractor 
role is distributed and replicated at the rest of 
agents.

 
  
Noticing restrictions imposed to problem, the petition 
sender (contractor) can not assure to be there to 
process offers from the rest of agents. In fact a petition 
could be not sent by an agent itself but any other 
element in the system. 
Once the petition is sent agents get into competition 
comparing their capabilities and situation among them 
to determine the optimum agent(s) to accomplish the 
solicited task in the given moment. In this competition 

a global ranking is created in which every agent will 
occupy a position depending on their characteristics or 
situation in that moment. 
A detailed description of the interaction protocol is as 
follows: 
• An agent o element in the system sends a message 

to the other agents (a specific group of agents, like 
agent’s team or known neighbours) with the 
description of the task to be accomplished. This 
description formulation is already given above. 

• Every agent that receives the message checks if all 
the necessary restrictions are fulfilled to respond 
to petition. Restrictions can be of two kind: 
• Own Restrictions: Those imposed by the 

agent itself to respond to the petition, like not 
being already working in another task, tasks 
incompatibilities, etc. 

• Imposed Restrictions: Those described in the 
petition, like time to respond, maximum 
distance to a given target, etc. 

• Once the agent checks that all restrictions are 
fulfilled initializes its global ranking position 
associated to the petition to 1, as it is going to 
participate in the selection. 

• Every agent publishes its capabilities, 
characteristics or situation at that moment, sending 
it to the rest of agents. This message generally has 
to be sent to the rest of similar agents as the 
original receivers list is neither known by this 
agent nor which of them fulfil restrictions and will 
respond to the petition. 

• Every agent waits a given time, generally 
specified in the petition, as a delay before starting 
the required action. During this time messages 
specifying capabilities from other agents are 
processed. These characteristics are compared to 
own characteristics. This lets modify the global 
ranking position of the agent in the following way: 
• In case that message characteristics are higher 

than own value of global ranking is 
incrementing. This means that if initially 
ranking position is 1 it is changed to 2. This 
actually represents a global ranking position 
decrement. 

• In case of the other agent’s characteristics 
being lower the message is just ignored and 
position at global ranking is not changed. 

• In case that characteristics or situations are 
the same or equivalent a play-off is needed. 
As an initial proposal an identifiers 
comparison is suggested, so that identifier 
will determine priority in tie cases. 
Other play-off methods are encouraged given 
that unique identifiers represent to have a 

Initiator 

... Participant 

CFP 

Proposals 

Selection 



centralized access method to the system to 
ensure those identifiers are not repeated. 

• Once specified delay time is over all messages 
with capabilities or situation at that moment from 
other agents must have been processed. So global 
rank belief must contain its final value. Then it is 
matched ranking position to the quantity of agents 
specified in the petition. 

• If agent results to be among those with rank value 
lesser than or equal to that indicated in the 
petition, the specified goal at the petition is 
accepted by the agent as own, making the agent to 
start the corresponding task. In other case the 
agent has not been selected to do the task. Even 
then it could be useful to keep rank value 
associated to petition in beliefs list in case that 
other agents would not can to finish their task, so 
that next agents in ranking can be selected and 
start their work. 

As can be seen, the optimum agents are selected for 
every petition at every moment. It is done without 
intermediaries, centralizing message interchange, 
information nor capabilities matching. 

 
 
 
6. Analysis of the proposed protocol 
Protocol described above represents a generic method 
applicable to all situations with restrictions imposed to 
the problem of finding optimum agent to accomplish a 
specific task in a given moment in a completely 
decentralized way. 
Total number of interchanged messages is due to these 
strict restrictions and generalization, and so time spent 
since petition is sent until a response is given. 

Total number of interchanged messages is O(N2), 
approximately N+A*N , being N the total number of 
agents and A the number of agents from N (A≤N) that 
fulfil own and imposed restrictions. First N comes 
from petition sent from the sender and A*N are 
characteristics messages sent by competing agents for 
being selected. 
Total time spent since petition is sent until a response 
is given must be adjusted previously depending on the 
system implementation and specified in petition at 
least that a default value is used for all petitions. As in 
a Contract Net this delay time is needed so that all 
messages with characteristics information are sent and 
processed by every agent to determine ranking 
positions. If waiting time is not completed or messages 
are not completely processed agents will act according 
to not real rank values. 
Agents should not act before having received and 
processed all incoming messages from other agents or 
waited enough time. This time does not necessarily has 
to be much greater than in a Contract Net.  
This time is still much sorter than in synchronization 
mechanism proposed in [1] given that here there is no 
dependence of a leader and no timeouts are chained. 
 
7. Possible optimizations of the proposed 
protocol 
As stated above, protocol here described represents a 
general case with certain restrictions imposed. 
Depending on environment or system characteristics 
these restrictions can be relaxed and protocol modified 
or adapted adding enhancements to reduce the number 
of interchanged messages.  
Here are described possible situations and 
modifications in the implementation of the protocol:  
• Caching capabilities or characteristics of the rest 

of agents: Depending on how fast agent 
characteristics change along the time, messages 
sent by agents can include a time to life mark. 
These characteristics can be included as agent 
beliefs. In case of receiving a new petition it will 
not be necessary to resend new messages with 
agent situation as this is still stored, at least that 
agent situation has changed. 

• Static Ranking: In case that situation varies slowly 
along the time a static ranking can be maintained. 
Every agent keeps referenced those preceding and 
next agents in the global ranking. If a new petition 
is received every agent only exchanges messages 
with those agents that are adjacent to the rank 
position. Once rank positions are adjusted, petition 
can be answered. 



• As a modification to last one, the agent sending 
the petition can send only the message to one of 
the agents in the rank. This agent will compare its 
situation to adjacent ones and will resend the 
petition to those with better characteristics in that 
moment. When an agent does not find better 
agents, it selects itself to accomplish the task. This 
method actually does not assure to find the 
optimum agent as previous methods, but a local 
minimum or maximum.  

• Other reduction in the number of messages is 
through the use of fuzzy logic. In this case agents 
can use fuzzy terms to label their characteristics or 
situation as high, medium or low level. Agents that 
consider having low level characteristics inhibit 
themselves from participating in ranking creation. 

Even if agents’ situation keeps quite stable along the 
time this method results useful to initiate a global 
optimum rank of agents depending on their 
capabilities. After that initiation phase, one of the 
simplifications described in this section can be used. 
 
8. Simulation Tests of the proposed 
protocol 
Different simulations have been created to test the 
protocol. 
The first one simulates agents running across a room 
while petitions are sent to ask for a certain number of 
agents to run to a given position. Task is accomplished 
while enough agents are available to complete the 
specified number. This is especially useful for future 
implementations of Unreal Tournament© Bots 
(Agents) team work. 
The second test simulates an area watched by 
surveillance video cameras while objects are 
circulating. Video cameras use this protocol to control 
objects in the area as much time as possible. They do it 
by sending a petition to the rest of cameras to watch an 
object that has gone out of their vision range. Objects’ 
control is successfully passed from one camera to the 
next. It is done while the next camera is free or will not 
lose control over other objects. Simulation works 
successfully independently of mobile cameras or even 
failing cameras in the area with available resources at 
every moment [6]. 
 
9. Conclusions 
Video games are a very common testbed of agent 
systems, but current coordination protocols allocate 
tasks assuming a relatively stable environment. But 
survival competitive games include conditions such as 

the sudden fall/die of agents involved in the game. So 
classic coordination protocols seem to be not directly 
applicable to this kind of video games. 
Interaction protocol proposed here comes to fulfil this 
gap, letting petitions to be responded under difficult 
conditions by all available agents in that moment. 
 
This proposal is made with the most difficult 
conditions and generalization in mind, resulting as a 
consequence of such strict requirements. If explicit 
implementations environments are not so strict, the 
protocol can be adapted as described in the previous 
section, reducing the communication load and even the 
delay to respond to petitions. 
This interaction protocol has been implemented and 
test under different simulated ad-hoc experiments, 
working successfully. Next, we intend to test it on 
more real-time scenarios of video-games such us 
Unreal Tournament and other real-world coordination 
problem such as surveillance with camera. 
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Abstract 
 

The paper describes an approach to decision 
making support for disaster management. The 
approach is based on the methodology that assumes 
three levels of information integration. The application 
domain is described via an application ontology using 
the formalism of object-oriented constraint networks. 
The problem is described via an abstract context that 
is obtained as a result of the slicing operation on the 
application ontology. Finally, filling the abstract 
context with up-to-date information about the current 
situation produces in an operational context. Contexts 
of both types share the same knowledge representation 
formalism that is used by the application ontology. As 
a result the operational context can be considered as a 
constraint satisfaction problems. Solving this task 
produces feasible decisions in the current situation.  
 
1. Introduction 
 

The number of annual natural and human-made 
disasters continually increases. For the first five years 
of the decade (1994 to 1998), an average of 213 
million people were affected. The second half of the 
decade (1999 to 2003) saw this figure rise by over 40 
per cent to an average of 303 million per year [1]. The 
practice shows that one of the most difficult steps is 
getting the right relief supplies to the people in need at 
the right time. At the same time delivering of too much 
supplies or wrong supplies means loosing time and 
money. Therefore, humanitarian logistics standing for 
processes and systems involved in mobilizing people, 
resources, skills and knowledge to help vulnerable 
people affected by natural disasters and complex 
emergencies, is central for disaster relief [2]. This fact 
motivated the choice of the case study for 
implementation of the presented here approach. 

Very often, local organizations involved in 
emergency response do not have the resources to 

respond effectively to a disaster. It is therefore 
important to determine what resources an organization 
has (or is lacking), and what is required for relief 
operations to be carried out effectively. Given 
actualized information available for logistical planning 
and preparations, this will make it easier to determine 
which resources are available – and which are lacking 
and must be produced elsewhere. 

Such operations take place in rapidly changing 
content of network-centric environment. Increasing 
complexity of decision making and wide acceptance of 
information technologies, computational intelligence is 
currently highly demanded in the area of coalition 
operations.  

Coalition operations include but not limited to: 
emergency preparedness and response (to terrorism 
attacks / incidents, catastrophic events, natural 
disasters, emergency situations, etc.); global war on 
terrorism and Multinational operations other than war, 
etc. To manage any coalition operation an efficient 
knowledge sharing between multiple participating 
parties is required [3]. This knowledge must be 
pertinent, clear, and correct, and it must be timely 
processed and delivered to appropriate locations, so 
that it could provide for situation awareness. This is 
even more important when coalition operation involves 
coalitions uniting resources of both government 
(military, security service, community service, etc) and 
non-government organizations.  

Operations exploit information and network 
technologies to integrate widely dispersed human 
decision-makers, networking sensors, and resources 
into a highly adaptive, comprehensive network-centric 
environment to achieve shared situation awareness and 
unprecedented mission effectiveness by efficient 
linking knowledgeable components in the environment 

The rest of the paper is organized as follows. The 
methodology proposed is described in Section 2. It is 
based on usage of ontologies and contexts of two 
types: abstract and operations. These constituents of 
the methodology are described in Sections 3-5. Section 



6 describes a case study to be used for future 
experimenting. Some findings and results are 
summarized in the conclusion. 
 
2. Proposed Methodology 
 

The methodology presented proposes integration of 
environmental information and domain knowledge in 
context through linkage of representation for this 
knowledge with semantic models for environmental 
information sources providing information about the 
environment.  

The methodology (Fig. 1) considers context as a 
problem model based on the knowledge extracted from 
the application domain and formalized within an 
application ontology by a set of constraints. The set of 
constraints additionally to the constraints describing 
domain knowledge includes information about the 
environment and various restrictions of the user on 
problem solving. Within a coalition the restrictions of 
the user include different user roles. The methodology 
takes into account the different user roles as different 
levels of user responsibility. 

The problem is suggested being modeled by two 
types of contexts: abstract and operational. Abstract 
context (Fig. 2, left) is an ontology-based model 
integrating information and knowledge relevant to the 
problem. Operational context (Fig. 2, right) is an 
instantiation of the abstract context with data provided 
by the information sources. In Fig. 2 it can be seen that 
attributes “x-coordinate”, “y-coordinate” and “cost” 
are assigned values 246, 310 and 1000 respectively. 
 
3. Application ontology 
 

Ontology library is internal knowledge storage. It 
stores ontologies imported from distributed 
heterogeneous knowledge sources. The ontologies are 
formalized in a uniform way. They are described by 

means of the internal ontology formalism and the 
vocabulary supported by the ontology library. 

References to the knowledge sources the ontology 
have been imported from are organized in a knowledge 
map. Besides the references, the knowledge map 
contains knowledge sources metadata, and information 
about their accessibility, location, native format, and 
other properties. 

Domain knowledge is modeled by ontologies of 
three types: domain ontology, tasks & methods 
ontology, and application ontology. Domain ontology 
represents conceptual knowledge about the domain, 
tasks & methods ontology formalizes tasks identified 
for the domain and hierarchies of problem solving 
methods (taking into account alternative ones). The 
tasks and methods are represented by classes; the sets 
of methods’ arguments and argument’s types are 
represented by sets of attributes and domains, 
respectively. Domain and tasks & methods ontologies 
are interrelated by relationships specifying values of 
which class attributes of a domain ontology serve as 
input arguments for the methods of a task & methods 
ontology. Application ontology is a specialization of 
domain and tasks & methods ontologies. Knowledge 
from domain and tasks & methods ontologies is 
integrated into application ontology that describes a 
real-world application domain depending on particular 
domain and problem [4]. Ontologies of these types are 
stored in an ontology library. 

Decision making deals with complex problems 
expecting deep knowledge in the domain. The users do 
not necessarily have satisfactory knowledge. This fact 
is the most important at the operational level when the 
user has to make decisions under time pressure. 
Because of this, the approach relies on an availability 
of sufficient domain knowledge and support of subject 
experts, if required. The domain knowledge is 
collected before it can be used in decision making. 

The phase of domain knowledge accumulation 
consists in importing knowledge relating to the domain 
in question from Internet resources, representation of 
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Figure 2. Abstract context (left), and operational context (right) stored as XML files 
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the imported knowledge by the formalism of object 
oriented constraint networks described in detail in [5], 
and saving this knowledge in the ontology library. 

Since the user vocabulary (the request vocabulary) 
and the ontology library vocabulary can be different, 
these vocabularies are matched. Then concepts of the 
request having matches in the vocabulary of the 
ontology library are searched for in the application 
ontologies. The terms found serve as “seeds” for the 
slicing operation [6], [7], [8]. The purpose of this 
operation is to extract pieces of knowledge from the 
application ontologies, that is believed to be relevant to 
the request, and consequently to the problem to be 
solved (Fig. 3). The operation assembles knowledge 
related to the “seeds” based on attributes and 
constraints inheritance rules. The result of the  
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method 2 

Task 

Subtask 

 

Application ontology 
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Figure 4. Alternative slices 

operation is a set of ontology slices containing pieces 
of knowledge that surround “seeds”. Different slices 
that combine knowledge representing alternative 
methods are considered as alternative (Fig. 4). 

The slices are merged so that alternative slices 
would become parts of different pieces of knowledge 
(Fig. 4). The resulting pieces of knowledge will make 
up alternative problem models. The result of the 
integration is a single resulting slice if slicing 
algorithm has not revealed any alternative slices, or a 
set of resulting slices where each resulting slice is 
purposed to describe an alternative problem model. 
The resulting slice (a set of slices) checked for 



consistency is considered ontology-based problem 
model. Alternative slices constitute alternative problem 
models. 
 
4. Abstract context 
 
The starting point for the decision making level is the 
user request containing the formulation of the problem 
to be solved. Based on the result of the request 
recognition, knowledge relevant to it is searched for 
within and extracted from the application ontologies of 
the ontology library. This knowledge is integrated into 
abstract context. The abstract context is an ontology-
based problem model supplied with links to 
representations of the information sources that will 
provide values for the class attributes included in the 
abstract context. The attributes represent both 
attributes of domain ontology classes and arguments of 
methods that come from the tasks & methods 
ontologies. Referring to the constraint satisfaction 
problem (CSP) the attributes correspond to variables of 
this model. An example of the abstract context can be 
seen in Fig. 5. Rectangles denote classes with 
attributes, solid lines denote associative relationships. 
Part (a) illustrates abstract context for "Resource 
Allocation" subproblem (b) illustrates abstract context 
for "Hospital Allocation" subproblem, and part (c) 
illustrates abstract context for "Routing" subproblem. 

Due to links between ontologies and information 
sources, the integrated knowledge is connected to 
those information sources and users that are supposed 
to provide data values for problem variables. 
Information source representations that represent these 
data values are sliced. For this, a slice of an 
information source of a complex data model is formed 
limited to the model elements representing information 
needed for the problem. If an information source is of 

a simple data model the slice is the representation of 
this information source. This issue is described in 
detail in [9].  
 
5. Operational context 
 

The information sources providing data values 
needed for the given problem instantiate the abstract 
context. The instantiated abstract context is 
operational context that is the problem model along 
with problem data and object-oriented constraint 
network to be processed as a CSP. Changes in the 
environment result in changes in the operational 
context. 

The operational context is presented to the user. The 
user makes decisions based on this context if it is a 
current situation description or based on a set of 
feasible solutions generated by the constraint solver if 
the context is a problem definition. 

In order to enable capturing, monitoring, and 
analysis of decisions and their effects the contexts 
representing problem models and respective decisions 
made are retained in an archive. As a result the user is 
provided with reusable problem models and 
knowledge of similar situations and decisions made in 
those situations. 

The information sources instantiate the abstract 
context through resizing of variable domains. The 
abstract context with fully or partially resized domains 
is operational context. An example of the operational 
context is given in Fig. 6. 

A constraint solver based on the operational context 
generates a set of feasible solutions for the problem 
modeled. This set is presented to the user. The user 
estimates these solutions and chooses desirable one 
that is the decision. In order to support evolution of 
knowledge included in the contexts, allow the user to
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Figure 5. Examples of abstract contexts 



Hospital 

costs ? (→ min) 
table_req 10 
bed_req 14 

Location 

name Aida 
latitude 17.7N 
longitude 35.3E 
availability ? 

Component 

type bed 
price 10 
quantity ? 

Weather 

time 17.10.04 
conditions sunny 

Supplier 

name "mak 
technologies" 
type bed 
capacity 10 

Location 

name Laki 
latitude 16.9N 
longitude 36.8E 
availability ? 

Weather 

time 17.10.04 
conditions cloudy 

Component 

type bed 
price 16 
quantity ? 

Supplier 

name "Kerry 
Ultrasonics Ltd" 
type bed 
capacity 15 

Location 

name Dado 
latitude 20.3N 
longitude 37.3E 
availability ? 

Weather 

time 17.10.04 
conditions sunny 

Component 

type table 
price 9 
quantity ? …

…  
Figure 6. An example of operational context for the “Resource allocation” subproblem 

access reusable problem models, and provide the user 
with knowledge of similar situations and decisions 
made within the contexts the abstract context, 
operational context, a set of the generated solutions, 
and the decision are saved in the archive. The support 
purposes are achieved applying techniques of context 
versioning and profiling. 

The operational context in its form of object-
oriented constraint network is supposed to be 
processed by a constraint solver as a CSP. The user 
makes decision based on alternatives generated by the 
solver.  
 
6. Extended case study 
 

The described approach has been implemented in a 
case study of portable hospital configuration. Its 
detailed description can be found in [5]. Currently, it is 
planned to extend the case study. This section 
describes the extended case study to be used for further 
research. 
 
6.1. Disaster 
 

The problem considered is based on a simulated 
natural large-scale disaster. For experimenting 
different types of disasters will be considered. They 
include earthquake, flooding, fire, etc. Usually, 
disaster type defines common injuries of people 
affected and main relief measures to be undertaken. 
Different types of disaster will make it possible to 
simulate similar scenarios with different parameters.  

For example, burns will be most common for fires. 
Burn facilities and firefighter teams will be required. 
However, in case of earthquake facility profiles will be 
different, and there will be needs for humanitarian aid, 
rescue teams and construction workers. The parameters 
are to be defined based on available information 
sources.  

It is planned to use different locations with different 
features (cities, transportation routes, landscape types) 
for the case study. It will make it possible to compare 
solutions for different territories. The territory 
information is to be obtained from public sources. 
Processing of this information is planned to be done 
via a GIS (geographical information system). 
 
6.2. Tasks to solve 
 

The problem is divided into two main subproblems: 
− Relief – defining and getting right supplies and 

workforce to the place of disaster 
− Evacuation – evacuating people affected from the 

location of the disaster  
The first subproblem is further subdivided into the 

three tasks. 
The first task is defining right supplies and their 

quantity in accordance with the context of disaster 
type, scale and location. The supplies may include: 
medical supplies, humanitarian aid, hospital 
assemblages for estimated injury types and patient 
quantity, etc. The task can be defined as a table 
function or a set of rules. The inputs are disaster type 
and estimated number of victims; the output is a set of 
supplies / supplies types and their required quantities. 

The second task is defining suppliers who can 
provide for the required supplies. Solving this task 
should take into account their capacities and 
capabilities as well as locations. Initial information 
about the suppliers can be obtained from public 
sources or fictitious suppliers will be introduced. This 
task is a configuration or resource allocation task. The 
goal is to find a feasible suboptimal solution. The 
inputs are required supplies and available suppliers and 
their parameters; the output is a set of rules defining 
amounts of supplies to be acquired from each supplier. 

The third task is solved jointly for the both 
subproblems: defining routing plan for delivering 



supplies and evacuating people. This is a logistics task. 
It can be treated as an extended routing or 
transportation task. Its solving should take into account 
current conditions in the region (e.g., flooded roads, 
etc.), available transportation means (ground, air, etc.) 
and existing infrastructure (airports, roads, etc.). The 
inputs are the results of the second task and the above 
parameters; the output is a routing plan. Information 
about the current conditions will be acquired from 
sensors and other similar information sources. 
Information about transportation means will be 
obtained from public information sources. Existing 
transportation infrastructure will be taken from the 
GIS. 
 
Conclusion 
 

The paper presents an approach to decision making 
support for disaster management. The presented 
approach has a number of potential advantages for the 
operational decision making: (1) contexts contain 
information relevant to a particular task or situation, 
that allows selecting source types responsible for 
observation constraints relevant to the area of interests; 
(2) ontologies make possible to transform information 
provided by sources into knowledge at the level of 
description of the area of interests therefore an 
ontology-driven context at the decision making level 
provides the decision maker with the knowledge; 
(3) context management technique enables generation 
of alternative contexts representing alternative 
situations or alternative ways of problem solving; 
(4) knowledge representation via object-oriented 
constraint networks allows working with the 
operational context as if it is a CSP and generate 
feasible solutions using a constraint solver. 
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Abstract

In this paper we present a novel application of incre-
mental data mining algorithms to the problem of formation
and reconfiguration of coalitions of agents cooperating in
dynamically evolving environment. Our experimental gen-
erator of coalitional structures takes into account both the
stability of resulting coalitions and efficiency of computa-
tions. It focuses on providing average-case optimal solu-
tion and generates coherent stable groups with respect to
agents beliefs, intentions, capabilities as well as the current
environmental state. Incremental clustering leads to a ro-
bust adaptation of existing structure in response to rapidly
changing environmental conditions, even in case of com-
plex, high-dimensional models.

1. Introduction

A coalition formation process, in which a number of in-
dependent, autonomous agents come together to act as a
collective, is an important form of interaction in multiagent
systems. Cooperation in an effective coalitional structure
can improve the performance of the individual agents and
the system as a whole can reach goals which are beyond
individual capabilities. There are numerous real-life ap-
plications in which efficient formation and re-formation of
coalitional structures in dynamically changing environment
is needed (to mention only e-business or grid computing).
However, the main problem is the computational complex-
ity of coalitional structure generation. The problem of par-
titioning a group of agents in order to maximize the social
payoff has been shown to be NP-hard [14] and even find-
ing a suboptimal solution (that can establish a worst-case
bound from the optimal) requires searching the exponen-
tial number of solutions [13, 15, 10]. Our approach focuses
rather on providing efficient solution for coalitional struc-
ture generation which is average-case optimal and gener-
ates coherent stable groups with respect to agents beliefs,
intentions, capabilities and the current environmental state

[3]. Another important issue here is to provide methods for
a fast and conservative reconfiguration of existing structure
in case of collective task execution failure [4]. Conserva-
tiveness means to change an existing structure as little as
possible with respect to context-dependent similarity mea-
sure between teams and agents.

2. Adaptive management of coalitions

The main goal of this project is to apply clustering meth-
ods to discover relationships and patterns of agents beliefs,
intentions and capabilities and to find coalitional structure
which is close to optimal (at the present state). This struc-
ture is computed by adapted BIRCH algorithm [17], supple-
mented by heuristics establishing optimal algorithm param-
eters values. From the algorithmic point of view, coalition
formation is construction of CF-tree of agents characteris-
tics (represented as vectors of attributes). Next, a global
grouping of CF-tree leaves is performed and coalitions are
assigned to active tasks in a way that minimizes distance
measure between coalition capabilities (as a whole) and
given task specification.

The latter problem (so called optimal assignment prob-
lem) is solved by randomized greedy algorithm, but it is
planned to adapt different methods, especially required
when we permit agents to participate in more then one
coalition at the same time (fuzzy coalitions [11]). Infor-
mational (beliefs) as well as motivational (intentions) fac-
tors are taken into account during coalition formation to
assure cohesion of coalition behavior as a whole. During
task assignment phase only capabilities of individual coali-
tions (which are product of capabilities of agents constitut-
ing given coalition) are considered.

BIRCH is an incremental algorithm, which means that it
is possible to add or remove agents to existing coalitional
structure and dynamically modify it, if needed. Having
the coalitional structure built, we take advantage of some
specific features of PAM and Clarans clustering algorithms
[12] to conservatively rebuild it in response to dynamically
changing internal and external conditions.



2.1. Global clustering

Global methods require access to the whole informa-
tion about clustered objects during processing, which means
they are not incremental and not directly applicable in
multi-agent context. We would exploit some of their fea-
tures, as discussed later, but themselves they are not suitable
for grouping (and re-grouping) dynamic sets of agents.

2.1.1 K-MEANS. K-MEANS is a direct technique: the
desired number of clusters K has to be given as an input
parameter. Cluster is represented by geometrical center of
gravity of object in a given subset (so called centroid). In the
sequel we will treat terms coalition and cluster as synonyms
and use it interchangeably.

First, K random agents
−→
Xj , j = 1, 2, ..., K operating in

the MAS are selected and set as initial centroids. Next, ev-
ery other agent is assigned to the cluster represented by the
nearest of K centroids. Finally, new centroids are computed
as

−→
Xj =

∑

X∈Cj

X
|Cj |

and error measure of current parti-

tion is calculated: E =
∑K

j=1

∑

X∈Cj
‖X − Xj‖

2 . All
steps are repeated until the change of error value E is in-
significant or the cluster structure is not changing anymore.

The main drawback of K-MEANS is the complexity of a
single iteration, which is in order of O(N 2).

2.1.2 PAM. K-MEANS ignores information calculated in
single iteration step and repeats clustering process almost
from the beginning, ignoring fact that the cluster member-
ship in a single iteration changes insignificantly. Next three
algorithms are free of this drawback. Assuming that one
has initial (random) partition of N agents into K coalitions
(represented by cluster centroids), it is modified by moving
single agents between clusters to improve coalitions quality.

If we treat search space as a graph where each node is a
K-element subset of the agent set (possible configurations
of coalition groups partitions) and edges connects config-
urations which differ exactly one element (i.e. one agent
changes group allocation) then PAM is hill-climbing search
algorithm in such graph.

PAM algorithm [12] works as follows: K random agents
are selected and assigned to one of the initial medoids. Next,
the cost function of the current configuration is calculated:
TCih =

∑

j Cjih for every pair of agents such that Ai

is one of medoids and Ah is not. The pair 〈Ai, Ah〉 that
minimizes value of the cost function TCih is selected. If
the minimal value is negative, replace medoid Ai with Ah

and return to the cost function recalculation step. If no cost
function lowering is possible then stop and assign agents to
one of the previously found medoids.

Main drawbacks of PAM algorithm are: (a) the complex-
ity of search space (PAM works well for moderate size sys-
tems, ca. 100 agents divided into 5 groups), (b) very high
graph branching factor (second step of algorithm have to
dispose of K · (N −K) pairs of objects, so the complexity
of single iteration is O(K · (N−K)2)) and (c) convergence
only to local minimum of cost function, which in general
case can be arbitrary distant from optimal partition.

2.1.3 CLARA. CLARA [12] is a modification of PAM,
which tries to overcome first of PAM drawbacks. It ran-
domly selects subgroup of agents (sub-graph) and runs
PAM on such sample. Repeating this procedure several
times we expect to find minimum. Resulting configuration
is the one which minimizes the cost over the original agent
set (i.e. in original space of agents attribute vectors).

CLARA is a trade-off: it significantly reduces the com-
plexity [to O(n)], but it is also unlikely that it will find real
optimum in original search space. Another difficulty is a
choice of proper sample size. Authors suggest values pro-
portional to the number of expected clusters (i.e. K).

2.1.4 CLARANS. Basic idea of CLARANS is to com-
bine the best features of PAM (finding the true minimum at
the expense of searching in the full space) and CLARA (be-
ing fast while searching only randomly sampled subspaces).
Idea of CLARANS is to search only dynamically chosen
subset of neighbors starting from a given configuration (a
set of potential medoids). It has two input parameters.
maxneighbor is the number of randomly chosen neigh-
bors in a single iteration. The bigger this value is the more
similar CLARANS is to original PAM approach. Second
parameter is the number of algorithm iterations numlocal.
The lower maxneighbor value is, the higher should be
numlocal value, in order to increase the probability of find-
ing the global minimum.

In each step it considers maxneighbor random neigh-
bors of current node and evaluate the reduction of cost func-
tion value that would be obtained by moving to configura-
tion represented by these nodes. If moving to any of them
would reduce the cost then the best node found becomes the
current node. This process is repeated until no further coali-
tional structure improvement can be made. In such case it
is restarted (numlocal times) from randomly chosen node.

We claim that CLARANS algorithm can be reinforced
by introducing some kind of system’s memory (in a manner
similar to evolutionary strategies approach) and switching
between heuristically chosen node from a memory in case
of encountering poorly evaluated path. It can also be com-
puted in parallel, making use of distributed environment.

2.1.5 Conclusions. Although all the above described al-
gorithms stand significant progress comparing with origi-
nal K-MEANS approach, they still have many disadvan-
tages. Among most important we should mention: high
sensibility to initial partition (configuration) and order in
which agents data is processed, convergence to a local min-
imum (at best, vide Clarans), exponential complexity of
the solutions space and the lack of incrementality (appear-
ance or disappearance of an agent requires recalculation of
the whole clustering structure). Moreover, all agents are
treated equally (in particular, above mentioned algorithms
don’t cope with outliers). Last but not least, all four meth-
ods are are global, which means that every decision requires
complete information and makes such approach impractical
in MAS context.

In problem of searching for optimal agents coalitional
structure and reconfiguring this structure conservatively
(with respect to the appropriate distance or similarity mea-



sure, guiding local changes), most troubling drawbacks are
the last three. Hierarchical approach presented below and
based on BIRCH algorithm is free of these drawbacks.

2.2. Hierarchical clustering

BIRCH [17] (Balanced Iterative Reducing & Clustering
using Hierarchies) algorithm has many features, which we
consider encouraging from the MAS perspective. It has the
ability to operate on huge agents characteristics data (nu-
merous and high-dimensional attribute vectors) and also to
operate on summary of agents data, not only on single ob-
ject. It is optimized in terms of I/O operations cost [O(n)]
since it exploits data structures similar to widely-known B-
trees. It has low sensibility to unfavorable (skewed) order
of agents characteristics processing. Contrary to previously
described global methods, BIRCH is incremental and al-
lows to include or exclude agent and then modify existing
partition when it is required.

In our research, hierarchical approach has an additional
advantage, since we plan to integrate it with hierarchical
contract net, which explicitly represents hierarchy of task
bidders and their subcontractor groups.

2.2.1 Clustering-Feature trees. The conception of
CF-tree is based on widely used B-trees, which is bal-
anced search-tree minimizing the cost of I/O operations
[search, insertion and deletion of an object (agent) re-
quires O(h(T )) = O(logt(N)) disk access operations and
O(T · h(T )) = O(T · logt(N )) processor time; T - node
capacity, N - tree size (the number of agents)]. A sin-
gle inner CF-node consists of B-tuple in the form of B
[CFentry(i), childnode(i)] entries. The whole CF-tree
defines hierarchy of clusters, which, in turn, defines hier-
archy of agents coalitions.

CF-entry is a triplet
〈

N,
−→
LS,

−→
SS
〉

, where N is the num-

ber of object in cluster, LS - vector sum of these objects
(represented as points in Euclidean space), SS - square sum
of these points. It is straightforward conclusion, that all ba-
sic clustering measures can be effectively computed solely
on the basis of CF-entries representing individual clusters.
Moreover, it can be shown that if CF1 and CF2 are CF-
entries representing two disjoint clusters, then CF1+CF2
represents merged cluster.

CF-tree is parameterized by two parameters: branching
factor B (defining maximum size of CF-entry) and thresh-
old value T , which defines maximum cluster diameter. If
cluster diameter exceeds T , then it has to be splitted. It
can be easily shown that if T1 ≤ T2 are threshold values
of trees C1 and C2 respectively (having the same branch-
ing factor B) then height(T1) ≥ height(T2). The higher
threshold value is, the smaller input data have to be clus-
tered and the less computation is required. On the other
hand, lower threshold value leads to higher clustering accu-
racy.

2.2.2 BIRCH. BIRCH algorithm starts with CF-tree
build phase: objects (representing agents) are inserted one
by one into the tree, descending on path from root to leaf.

On each level choose entry most similar (with respect to
a certain similarity or distance measure) to a given ob-
ject, in manner similar to B-tree insertion algorithm [17].
One should note that further computations operate solely
on summary of agents data instead of original information,
so we can expect smaller impact of agents insertion order
on clusters structure. It also facilitates identification of pos-
sible outliers during coalition formation.

Second phase is the optional CF-tree condensation:
shrink CF-tree (via CF-tree rebuild algorithm [17], which
increases threshold value T and then successively, one by
one, in dictionary order, copies all paths to a newly created
tree) to a size, which is adequate for global clustering algo-
rithm, applied in third stage (e.g. Clarans - 5000 objects).

In the final phase, global clustering algorithm is applied
to all leaf entries. Complexity of this step is in the order of
O(m2), where m is the number of CF-entries.

2.3. Coalitional structure reconfiguration

Our application is designed to work as a part of multi-
agent system (in particular real-time MAS), incorporating
all above described methods of efficient coalitional struc-
ture reconfiguration into a mechanism coordinating agents
cooperation. A suitable solution is contract net [16, 7].

2.3.1 Cooperation via contract nets. Contract net is a
mechanism utilizing principles of real-world auctions and
tenders market. Communication between the client (man-
ager) and the suppliers (bidders) consists of interleaved
phases of requests for bids, proposals submissions and eval-
uations of proposals. Cooperation between manager and
agent (or a coalition) is based on bilateral agreement, which
makes possible to take account of a large number of param-
eters, such as agents capabilities, its current workload, the
type of task to be carried out, the description of operations,
the type of data and resources to be supplied, expected task
execution time and cost etc.

Initiating agents, working inside contract net module, ex-
ploit their beliefs about the current state of environment
as well as up-to-date models of agents’ beliefs, intentions
and capabilities, and collects alternative solutions of subop-
timal coalitional structure. Next, optimal coalition is cre-
ated. From this moment on a coalition is called a team,
glued together by a collective intention towards a common
task ([5]). Then, agents collectively commit themselves to
solve presented tasks. The collective commitment, resulting
from a rather complex process (see [3, 6] for details) is the
strongest motivational attitude within a team. This notion
pragmatically reflects the way in which a social plan lead-
ing to the overall task is to be executed.

Contact net module copes with multiple, concurrent re-
configuration demands and allows to run many parallel
grouping processes with different parameters and on dif-
ferent subsets (or subspaces) of agents characteristics. It
is naturally designed for a distributed architecture so there
is no need to create any additional, separate control mech-
anism. Taking it into consideration, contract net seem to
be adequate control mechanism to complement it with our
own approach to problem of creation and reconfiguration of



optimal (with respect to agents cooperation) coalitions of
agents. Since we consider generalization of the presented
approach to tasks decomposition, allocation and realloca-
tion issues, all the most important cooperation coordination
tasks could be included in one MAS control module.

2.3.2 Coalitional protocol. State of environment, agent
models and the dynamics of environmental changes in our
experimental application are all described by scripts defin-
ing so-called coalitional protocol. Complete protocol speci-
fication can be found in [1]. Here we describe only the most
important RECONFIGURE command, triggering actual re-
configuration. in the current state.

Current state is defined by the execution of a sequence
of commands and their combined influence on the initial
environment state. From the algorithmic point of view re-
configuration is a construction (and further modification) of
clustering model representing subgroups of agents. Next,
coalitions are assigned to active (pending) tasks in a way
that minimizes distance measure (commonly, weighted co-
sine angle) between coalition capabilities (as a whole) and
given task parameters. The latter problem (so called opti-
mal assignment problem) is solved by randomized greedy
algorithm, which we won’t discuss here.

The whole procedure starts, when coordination module
(contract net) passes on coalitional script to the agents that
are capable of recognizing of potential for cooperation [4]
and will initiate coalition formation procedure. Each of
the initiators verifies script syntactic and semantic correct-
ness and prepare (or update, in case of reconfiguration) data
structures required by clustering process (maps of tasks de-
scriptions and agents models); these structures are prepared
on the basis of initialization section of the script. Next, clus-
tering parameters are determined (by user or by execution
of heuristic) on the basis of current reconfiguration require-
ments (e.g. resource and time limitations) and the execu-
tional section of the script (modelling dynamic changes in
environmental state) is parsed and corresponding grouping
or regrouping processes are triggered. If the coalition for-
mation procedure succeeded, initiator returns optimal coali-
tional structure to the coordination module (contract-net); at
this stage all necessary collective commitments [3] should
already be established.

As the final remark, it should be stressed that not ev-
ery agent in a given situation is interested (with respect to
his desires or intentions) or should be taken into considera-
tion (with respect to his capabilities) to be a member of any
coalition [3]. These agents should be identified as outliers
and excluded from final structure. Not taking care of out-
liers and forcing agents which are not capable or not will-
ing to cooperate (under present environmental conditions)
within any coalition can negatively impact stability of re-
sulting coalitional structure. Identification and management
of such cases is important and not a trivial problem.

3. Experimental results

Experiments have been divided into separate groups to
examine quality and efficiency of coalitional structure re-
configuration as well as the conservative adaptation prop-
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Figure 1. The complexity of the global search
versus CF-tree based reconfiguration.

erties. In the following sections we focus primarily on the
adaptive aspects of reconfiguration. Results of other quali-
tative and performance experiments can be found in [1].

3.1. Qualitative tests

The aim of qualitative tests was to determine whether
system behaves rationally (i.e. consistently with theory-
based intuitions). As a test data we created small groups
of agents (10-20) and several tasks specification, such that
capabilities of each agent in unambiguous (but different for
individual agents) way corresponded to the specification of
one of the task. The purpose was to assert whether at the
beginning of coalitional protocol execution agents will form
expected initial coalitional structure.

Subsequently, multiple variants of coalitional protocol
were executed, varying in dynamic change of environmen-
tal conditions (i.e. tasks settings) and agents parameters (i.e.
their motivational attitudes, as well as capabilities). As we
assumed, reconfigurations of coalitional structure were exe-
cuted in conservative manner and at the same time it tended
to find solutions near optimal under present environmental
conditions.

Important observation was the ability to exploit specific
feature of PAM and Clarans algorithms, i.e. transition of
configuration graph edges connecting similar coalitional
structures, to model situations in which neither environ-
mental conditions nor agents parameters have not changed,
but nevertheless collective task realization has failed. This
means a conservative reconfiguration in face of objective
failure of collective task execution [4].

Test were also diversified with respect to mutual impor-
tance levels (priorities) of informational factors (agent be-
liefs), motivational factors (agent goals) and agent capabil-
ities. The aim was to verify our hypothesis that increasing
(during coalition formation step) role of agent beliefs and
desires at the cost of decreasing importance of their capa-
bilities can be treated as an analogy and model for different
possible mutual commitment strategies (blindly-committed,
single-minded and open-minded [3]).

As expected, decreasing importance of the fact that
agents capabilities unambiguously correspond to demands
reported by environment (i.e. appearance, disappearance
or modification of tasks to be executed) and, at the same



time, increasing role of their individual beliefs and desires
caused reduction of system behavior conservativeness and
more dramatic reconfigurations of coalitional structure dur-
ing coalitional script execution.

3.2. Conservative adaptation

To evaluate the adequacy of the overall incremental
coalition formation and reconfiguration process, we com-
pared it to the global approach. In the referential [”global”]
case, each new coalitional structure has been formed from
scratch, without any form of reconfiguration of the existing
structure. The system consisted of 200 agents, the average
number of parallel bids for tasks was 20 (thus, it required
formation of 20 coalitions). System was running for 100
reconfigurations.

The quantization error was calculated as the average co-
sine distance between each agent’s capabilities and the re-
quirements of the task assigned to the agent’s coalition:

AvgQ =
1

|C|

∑

c∈C

(

1

|c|

∑

agent∈c

dist(agent, task(c))

)

where t(c) is the task assigned to the coalition c from
the coalitional structure C. Quantization error measure has
values in the [0,1] interval, the lower values corresponds to
the more suitable coalitions.

Figure 1 presents comparison of the referential, global
case (no reconfiguration) with our own CF-tree based recon-
figuration. Obviously, tree-based local method [grey line] is
invincible in terms of computation time, since it rebuilds ex-
isting coalitional structure. Another drawback of the global
method is that it is not scalable and depends on the total
number of agents and coalitions operating in the environ-
ment.

In the next experiment, in addition to the global refer-
ential case [dashed black line], we had another two cases
of reconfiguration scenarios. In one of the scenarios [solid
grey line] two new bunches of tasks and agents, with charac-
teristics and behavioral patterns significantly different from
those already existing in the system, were introduced: first
one after the 33rd reconfiguration and the second one after
the 66th reconfiguration.

In the last case [dotted line] agents representing all ma-
jor behavioral patterns were present in the system from the
very beginning. New tasks and new agents were introduced
gradually to the system (starting from those quite similar to
already working agents up to the distinct ones), after each
few reconfigurations. The purpose was to introduce new en-
tities in such a way that the patterns in the environment and
CF-tree structure were slowly evolving over time.

As expected, in all the cases system adapts quite ef-
ficiently to the changing task requirements and available
agent resources. In the global [dashed line] and the evolving
patterns [dotted line] case, the quality of the models were
comparable in terms of the Average Quantization measure
(see Figure 2(a)). Moreover, after a few dozens of recon-
figurations, system was capable to exploit the knowledge of
existing behavioral patterns and produce coalitional struc-
tures which were better than ones constructed globally from
scratch.
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Figure 2. Adaptive reconfiguration: (a) the av-
erage quality of coalitional structure (b) the
average number of between-group shifts.

At the beginning, results were noticeably worse for the
massive appearance of new patterns [solid grey line]. How-
ever, after some time system was able to incorporate them
into the existing structure and produce structures which
were comparable to both other scenarios. It should be noted
here that the ”massive appearance of new patterns” scenario
is rather artificial one and will happen rarely in the real
MAS; its main purpose was to present adaptive properties
of the conservative reconfiguration.

Figure 2(b) presents the average number of agents
changing coalition membership during each reconfigura-
tion. It can be seen that a massive appearance of new pat-
terns causes temporal instability of the model [solid grey
line]. Nevertheless, stability and conservative behavior of
the coalitional structure is recaptured quite effectively. In
case of evolving patterns [dotted line], after a short period
of learning, system remain stable during subsequent recon-
figurations.

4. Conclusions and future research

Our experimental application is implemented as a open
module, enabling future development and comparison of
various aspects of cooperation in MASes on one hand,
and alternative algorithmic solutions to the problem on the
other. We put emphasis on system flexibility, which enables



(by algorithm parameterizations) to control time and pre-
cision of computation, depending on particular application,
needs, available resources etc.

Requirement of encoding attributes (describing agents
and tasks) into real-valued vector space is a deficiency
of presented method; and the impact of various encoding
strategies on application performance haven’t been fully
examined. Nevertheless, any coalition building approach
needs to utilize some variant of evaluation function, which
should enable comparison of similarities and dissimilari-
ties among different groups of agents. Presented heuris-
tic approach, based on hierarchical clustering, allows to
do even quite wasteful encoding (i.e. high-dimensional at-
tribute spaces, taking into account diverse aspects of inter-
nal [agent] and external [environment] features), while re-
taining operation effectiveness. However, research on en-
coding techniques, analogous to some evolutionary algo-
rithms approaches (e.g. [8]) is one of our future research
directions.

Other important challenges include realization of conti-
nuity postulate [4] by taking advantage of specific features
of PAM and Clarans algorithm, i.e. transition of configura-
tion graph edges connecting similar coalitional structures.
We also plan to research into possibility of generalization
of the presented solution to issues of conservative adapta-
tion of existing collective plans, coping with task decompo-
sition, allocation and reallocation (Partial Global Planning)
as well as means-end analysis [9]. Integration with hierar-
chical contract nets (i.e. explicitly representing hierarchy
of task bidders and subcontractor coalitions) would allow
to study an influence of various possible agent commitment
strategies early commitment, late commitment, commitment
by hiring [7]) as well as dynamically changing commit-
ment strategies. Last, particularly promising, issue is the
development of context-dependent clustering models, en-
abling local, subjective (different for different agents in the
system) vector representations and similarity/dissimilarity
measures.

4.1. Approach based on immune system

Typical problem in MAS related applications is that pro-
cessed data change continually. Moreover, it is common in
multi-agent context that the information can be incomplete
or uncertain. Individual agents can belong to a different so-
cial groups and their behavioral patterns has to be modelled
separately. All this requires models which are able to adapt
its structure quickly in response to non-stationary distribu-
tion changes and can efficiently represent multiple patterns
(”evolutionary niches”) at the same time. Thus, we decided
to implement our own version of artificial immune system
(e.g. [2]), to provide adaptive reconfiguration which would
be able to cope with the above-mentioned problems.

AIS-based model has numerous advantages: (a) the
straightforward adaptation to fuzzy (overlapping) coalitions
reconfiguration and to model agents ability to participate
in more than one coalition simultaneously, (b) possibility
of visual introspection of coalitional structure reconfigura-
tion dynamics, (c) implicit representation of a social mem-
ory, enabling detection of agents behavioral and coopera-

tional patterns and adaptation of coalitional structure both
on the basis of present environmental state and past experi-
ence (so-called immune response).

The latter feature is of primary importance since it allows
to take a priori problem-domain knowledge into account
(including it in fit measure definition) and could constitute
basis of previously mentioned context-dependent models.
Application of attraction-repulsion fuzzy clustering algo-
rithm allows to include the task specification directly in the
clustering process, without dividing computations into two
phases: group formation and task allocation. Another im-
portant (and common in multi-agent context) issue, which
could be handled in this model is information incomplete-
ness and uncertainty during coalition formation.

Also, the natural ”niching” seems to be robust in face of
rapid changes of the coalitional structure as well as envi-
ronmental conditions, especially in the case of small agent
societies and overlapping coalitions.
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Organizational Structure and Responsibility

ABSTRACT
We analyze the organizational structure of multi-agent systems and
explain the precise added value and the effects of such organiza-
tional structure on the involved agents. To pursue this aim, contri-
butions from social and organization theory are considered which
provide a solid theoretical foundation to this analysis. We argue
that organizational structures should be seen along at least three di-
mensions, instead of just one: power, coordination, and control. In
order to systematize the approach, formal tools are used to describe
the organizational structure as well as the effect of such structures
on the activities in multi-agent systems, and especially the respon-
sibilities within organizations of agents. The main aim of the re-
search is to provide a formal analysis of the connections between
collective obligations to individual responsibilities. Which individ-
ual agent in a group should be held responsible if an obligation
directed to the whole group is not fulfilled? We will show how
the three dimensions of an organizational structure together with a
specific task decomposition determine the responsibilities within a
(norm-governed) organization.
Keywords: multi-agent systems, organizational structure, respon-
sibility

1. INTRODUCTION
Many methodologies for multi-agent systems (MAS) are based

on organizational structures as their cornerstones. The organiza-
tional structure of multi-agent systems involves two basic concepts:
agent rolesand theirrelationsin terms of which the collective be-
havior of individual agents is specified and the overall behavior
of the multi-agent systems is determined. The specification of the
overall behavior of multi-agent systems concerns the optimization
of agents’ activities, the management and security of the informa-
tion flow among agents, and the enforcement of certain outcomes.
Agent roles and their relations are often described by a variety of
social concepts and relations like norm, power, delegation of tasks,
responsibilities, permissions, access to resources, and communica-
tion.

The concept of responsibility is a central concept to all legal sys-
tems and norm-governed organizations. Analyzing this concept is
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therefore fundamental if we aim at improving the behavior of these
systems or organizations. Obtaining a formal representation of re-
sponsibility, however, is quite complex because of the very differ-
ent meanings of this concept can take. Our concept of responsi-
bility is restricted to the analysis of organizational performance.
Therefore, we clarify and classify some meanings of responsibility
and we relate them to the three relevant dimensions of an organiza-
tional structure we isolated in [11] following intuitions developed
in foundational studies in organizations and social theory ([19, 16,
10]). These three relevant dimensions are power, coordination and
control, with their matching actions ’to delegate’, ’to inform’ and
’to monitor’. The coordination actions are actually only one type of
meta actions that should be considered. Besides the plan to achieve
the content of the obligation the group should create that plan, al-
locate agents to parts of the plan, create a plan for what to do when
the original plan fails, etc. These meta actions should also be co-
ordinated again creating in the end an infinite regression of meta
actions. In this paper we will not take all these layers into account,
but will limit us to the coordination actions that are necessary to
indicate the several notions of responsibility.

In this article we will import some of the studies in organiza-
tions and social theory to describe a more rigorous foundation of
organizational structures in MAS, which will be informally and
formally exposed in Section 2. In order to describe organizational
structures we have to first describe exactly what the meaning is of
the relations that form the structure. E.g. what is the meaning of
an “power” relation and, maybe even more importantly, what are
the consequences of the existence of such a relation between two
agents? We will introduce a modal logic for this characterization.
Several notions of responsibility (given a plan) will be discussed
formally in Section 3. How the individual responsibilities relate
to the underlying structure of an organization will be discussed in
Section 4. In the last section, we will draw some conclusions and
give directions for future research.

2. ORGANIZATIONAL STRUCTURE AND
ITS LOGIC

Organizations “represent rationally ordered instruments for the
achievement of stated goals” ([19]), that is, organizations arise in
order to achieve specific objectives, and these objectives are pur-
sued defining a number of subgoals contributing to the overall pur-
pose of the organization. These subgoals identify the roles that
are played in the organization. The relation between subgoals and
overall objectives of the organization, i.e., the primitive decompo-
sition of tasks within the organization, defines the essential form of
organizational structure: “viewed in this light, formal organization
is the structural expression of rational action” [19]. Roles are the
basic units over which this structure ranges determining the source



of the “rational order” holding in the organization. (Social) roles
allow to specify the activities delegated by a social institution to
individuals to achieve its purpose, while abstracting from the indi-
viduals which will eventually play them (cf. [2]).

The above quotes show some of the sources of organizational
structures and indicate why work on organization in MAS1 presents
organizational structure as something mono-dimensional, though
it often, but only implicitly, considers a multiplicity of structured
aspects: “authority”, “communication”, “delegation”, “responsi-
bility”, “control”, “decision-making”, “power”, etc. The thesis
we hold here, which is inspired by foundational work on social
and organization theory like [19, 16, 10], is that organizations do
not exhibit one single structural dimension, but that they are in-
stead multi-structured objects. In particular, we view organiza-
tional structure as hiding at least three relevant dimensions which
we call: power, information and control. We will analyzepower in
relation with the delegation activity,coordination in relation with
the knowledge and information issues, andcontrol in relation with
the monitoring and recovery issues. As a result of this analysis,
organizations will be represented as explicitly displaying a triple
structure constrained on the basis of the interplay between the three
notions of power, coordination, and control. It is the structure based
on goal or task decomposition and related to power and delegation
capabilities between the roles. Although we do not pretend to give
full definitions of these relations (see [5, 14] for some more elabo-
rate definitions of the delegation and power relations) we will char-
acterize these relations in terms of some of their consequences for
the agents, enacting the roles, between which these relations are
defined.

The capabilities of a role are also an issue worth mentioning,
though we will not consider it in detail here. It is somehow analo-
gous to the information issue since it concerns what is presupposed
by each role in order to achieve the relevant goals and comply with
the relevant norms. A basic type of capabilities lies in the amount of
resources that agents should have at their disposal. A second kind
of capabilities play a central role in organizations, namely those
concerning the so-calledinstitutional power([14, 4]). Again the
problem is related with the dynamics introduced by the “delegation
structure”: delegating a task may require a parallel enabling or em-
powering activity such as making the relevant resources accessible,
e.g., electronic money, and providing the required form of insti-
tutional empowerment, e.g., a suitable document. In this case the
relevant structural question is: who enables or empowers whom?
In order not to complicate matters further we assume in this arti-
cle that all agent have the capabilities needed to enact the role they
fulfill, leaving this issue to future work.

To describe an organization and its structure we will use a (typed)
multi-modal propositional logic. The organizational structures are
denoted through the special propositionsPower(r, s) to indicate
that ‘the agent enacting roler has the agent enacting roles in its
power’ (i.e. the agent playing roler can delegate goals to the agent
playing roles), Coordination(r, s) to indicate that ‘the agent en-
acting roles has access to the information that is accessible to the
agent enacting roler’, andControl(r, s) to indicate that ‘the agent
enacting roler controls the agent enacting roles’ (i.e. the agent
playing roler is responsible for the agent playing roles). Note that
these relations are defined on roles. We denote the fact that agent
i enacts roler, i.e., is arole enacting agent([9]), by the special
propositionrea(i, r). Furthermore we use a modal operatorKi

for knowledge accessible to an agenti. For the characterization of
the organization structures we build on dynamic logic ([12]). Dy-

1See [13] for an exhaustive survey.

namic formulas such as[ξ]φ, meaning that after each execution of
ξ formulaφ holds, whereξ is a parameterized construct of the type
i : α denoting the performance of actionα by agent or rolei, or
a composed construct such as:i : α1; j : α2 (subsequent perfor-
mance),i : α1&j : α2 (parallel performance),i : α (i refrains
from performingα). The formal semantics is given by means of a
Kripke structure where there are accessibility relationsRi:α asso-
ciated with each parameterized actioni : α.

We can now give a full formal definition of the syntax of our
description languageOrg:

DEFINITION 1 (SYNTAX OF Org). Given a finite setAR of
role names, a finite setAg of agent names, a countable setP0

of atomic propositions, a finite set of parameterized actionsA (in
general the elements ofA are denoted byi : α with i in Ag the
performing agent ofα) containing at leasti : achieve(φ), i :
delegate(j, φ), i : inform(j, φ) andi : monitor(φ), the proposi-
tional languageLp that is built up from atomsP0, the countable set
P = Lp ∪ {Power(r, s), Coordination(r, s), Control(r, s),
rea(i, r) | r, s ∈ AR, i ∈ Ag, φ ∈ Lp}, the admissible formulas
are recursively defined as follows:

• P ⊆ Org

• If φ andψ ∈ Org, thenφ ∧ ψ, ¬φ ∈ Org

• If φ ∈ Org andi, j ∈ A, thenKi(φ) ∈ Org

• If φ ∈ Org andi : α ∈ A, then[i : α]φ ∈ Org

• If i : α ∈ A, thenDONE(i : α), DO(i : α), O(i : α) and
Can(i : α) ∈ Org

Binary connectives→ and∨, and nullary connective⊥ can be de-
fined as usual. For the knowledge operators (Ki) we assume the
axiomatization characterizingS5. The assertions DONE(i : α)
stands for “α has just been performed by agenti”, DO(i : α)
stands for “α is going to be the next action performed by agent
i”, andCANi(α)) stands for “α lies in the capabilities of agenti”.
O(i : α) is the deontic assertion to the effect that agenti ought to
perform actionα.

The semantics ofOrg will be given in two steps. First we define
the semantics of the special relationsPower , Coordination and
Control through a multi-digraph defined on the set of roles. This
defines a tupleOS which will be part of the Kripke model given
after.

We will only introduce some basic elements which are strictly of
use for the development of this article.

DEFINITION 2. (Organizational structures)
OS is characterized by the following:

〈Roles∪Agents,{RP ower,RCoordination,RControl,Rea}〉

whereRoles ∪Agents is the finite set of roles and agents;
and {RPower, RCoordination, RControl} are three irreflexive bi-
nary relations onRoles characterizing the Power, Coordination
and Control structures.Rea indicates which agents play which
roles.

The semantics ofOrg is defined in terms of Kripke models (cf.
[11]).

3. A FORMAL ANALYSIS



3.1 Task allocation
In order for organizations to fulfill their objectives, subtasks are

isolated via a form of organizational planning and distributed in a
way which defines the roles agents can play in contributing to the
performance of the organization. We call this designing process of
the activity of an organizationtask-allocation. Roles can then be
seen as sort of placeholders in a rationally designed activity of an
organizations: an agent taking part to the organization will occupy
one of these places, that is, will play a role2. In this work, agents
playing a role in an organization are called, following [9],role en-
acting agentsor rea’s.

The distribution of the sub-tasks in an organization in order to
achieve a certain goal or collective taskτ depends on a plan of the
organization, i.e., a concrete manner to achieve the goal (collective
task). We can define a plan to achieve a certain goalτ as a de-
composition of the complex actionachieve(τ) by a sequence of
(possible simultaneous) individual actions:

Plan(achieve(τ)) =

〈achieve(τ1) • achieve(τ2) • . . . • achieve(τn)〉

such that[achieve(τ1) • achieve(τ2) • . . . • achieve(τn)]τ,

where• stands for either the simultaneous operator ’&’ or the se-
quential operator ’;’. The actionachieve(τ1)&achieve(τ2) stands
for the simultaneous performance ofachieve(τ1) andachieve(τ2),
and actionachieve(τ1); achieve(τ2) stands for the sequential com-
position ofachieve(τ1) andachieve(τ2).

We need the simultaneous operator, since some actions have to
be performed at the same time. The sequential operator is needed
because some actions might depend on other ones: a certain ac-
tion can only be performed if an other action is done. So, the plan
must at least determine theorder of sub-actions. For example, the
notification of acceptance of a certain paper by an Editorial Board
can only be done if it is reviewed by some members of the Edi-
torial Board. The task-based responsibility of the performance of
an actionα by an agent depends not only on the individual who is
committed to perform the actionα, but also on agents who have to
perform actions which are necessary to perform actionα3.

Besides task division, task allocation is needed, which indicates
which role of the organization has to achieve which sub-task of the
complex task. We use the following definition for task allocation:

DEFINITION 3. (Task allocation)
A task allocation for a taskτ within the set of rolesRA is defined
as follows:

〈r1 : achieve(τ1) • r2 : achieve(τ2) • . . . • rn : achieve(τn)〉
such that

[r1 : achieve(τ1) • r2 : achieve(τ2) • . . . • rn : achieve(τn)]τ.

We refer to the task allocation ofτ within RA as Plan(RA, τ).
To indicate that taskachieve(τj) has been allocated to rolerj in

2We presuppose a distinction between two ways of intending the
notion of role within an organizations: role as role-type, and role
as role-token. Examples of role-types are the university roles of
‘professor’ or ‘PhD Student’. Role-tokens are instead the specific
‘professor’ and ‘PhD student’ positions, like ‘professor of x at de-
partment y’ etc. The notion of roles as placeholders in the organi-
zational activity corresponds to the notion of role-token.
3These ideas about the notion of plan are quite standard in the lit-
erature about planning in Artificial Intelligence (see, e.g., [17, 7]).

Plan(RA, τ) (for j = 1, 2, . . . , n), we use the following notation:
〈rj : τj〉 ∈ Plan(RA, τ)4.

We will use the concept of task allocation as a starting point for
framing the various notions we are interested in. In particular, as
we will see in the coming section, it plays an essential role for
the definition of the notion of task-based responsibility. Besides,
we will analyze the notion of “failure” in the accomplishment of a
task understanding it as an organizational variant of the notion of
social harm described in [6]. In our context, we define theuntoward
eventDτr as the impossibility, or the reduction of the possibility
to achieve the goalτ allocated to roler. The performance of an
actionα by an agenti enacting roler determining social harm can
then be represented as[i : α]Dτr, that means, after each execution
of actionα by agenti the social harm represented byDτr is the
case.

3.2 Responsibilities in form
Thus far we have dealt with organizations at their role level,

where the task-allocation and the organizational structure range.
Responsibilities concern agents and arise in relation with task-allo-
cation and structure once there are agents enacting the roles of a
given organization.

Given a task-allocation allocating a specific subtask to a role, and
given that an agent is enacting that role, the agent is then said to be
responsible for that task ortask-based responsible. In other words,
the allocation of subtasks to roles determines a distribution of what
we call task-based responsibilitiesover the set of agents enacting
the roles of the organization. Being autonomous, agents can in-
dependently decide whether to perform the subtasks to which they
are allocated or not, and whether to perform them in the expected
way. In this case the fulfillment of the organizational objectives is
put in jeopardy by the conduct of some agent that is said then to be
causally responsiblefor the failure occurred.

In organizations an agent can happen to be causally responsible
of some failure without actually being blamed by the organization.
This can happen if an agenti which is task-based responsible for
performing a task,delegatesthe performance to a subordinate agent
j which fails or jeopardizes the execution of the delegated task.
This observation reveals an interplay between the notions of re-
sponsibility isolated above, and dimensions of social structure such
as the possibility to delegate allocated tasks, i.e., what we called
power relationin the previous section. Social structure in relation
with responsibility will be discussed in detail in Section 4. Here it
suffices to notice that the presence of a power structure within an
organization causes a difference between the two notions of task-
based and causal responsibility: ‘I may have not performed the task
you delegated to me, but you were the one appointed to it’. There-
fore, if an organizational task is not performed, the one beingso-
cially responsiblein front of the organization, the one who gets the
blame for the failure, is not necessarily the one causally responsible
for it, but it is the one to which that task was appointed. The ac-
knowledgment of such a gap calls for the distinction of yet another
meaning of the notion of responsibility which we callfailure-based
responsibility: who should control the performance of an agent to
check whether a failure occurs and take countermeasures if that is
the case?

We can now provide an action logic representation of the notions
of responsibility.

Causal responsibility

4Note that the function of the numeric indexj consists in denoting
the position within the task allocation sequence.



An agent is said to becausally responsiblewhen it does something
(or fails to do something) that causes the untoward eventDτ . We
formalize causal responsibility as follows:

DEFINITION 4. (Causal responsibility)
For all i ∈ Ag:

Rc
i (Dτ) := [i : α]Dτ ∧DO(i : α) ∧ ¬Dτ

meaning that agenti is causally responsible for the untoward event
if and only if agenti performs an action which necessarily deter-
mines the occurrence of the untoward event and, finally, the unto-
ward event is not the case before the agent performs the action.

Causal responsibility can also be attributed to nonhuman events,
for example, that a house is severely damaged in a storm. In this
article, we restrict ourselves to agents in an organizational context.
Notice that an agent which is causally responsible, may not be con-
sideredblameworthy. For example, if the chairman of the Editorial
Board has forgotten to inform a memberi to review some papers
in one week, and agenti did not review the papers in one week,
then the achievement of the goal of the Editorial Board to notify of
the results of the reviews within the deadline will be reduced. The
memberi would be considered responsible in the sense of having
caused the situation, but he would not be responsible in the sense of
blameworthy. An agent does something blameworthy, if he knows
(or could have known) that the action he performs leads to the im-
possibility or the reduction of the possibility to achieve a goalτ :

DEFINITION 5. (Causal blameworthiness)
For all i ∈ Ag:

Blci (Dτ) := [i : α]Dτ ∧DO(i : α) ∧ ¬Dτ ∧Ki([i : α]Dτ)

The importance of the knowledge component in the dynamics of
responsibilities within organizations is analyzed in detail in Sec-
tion 4.

Task-based responsibility
The notion oftask-based responsibilityis somehow interchange-
able with duty and refers to what individuals are expected to do in
virtue of their social roles. We assume that task-based responsibil-
ity is a consequence of role adoption: an agent who accepts to play
a given role in an organization takes a responsibility with regard to
the accomplishment of that role, i.e., with the tasks associated to
it [6]. In this article, this notion of responsibility completely de-
pends on the position an agent occupies in the performance of the
organization.

DEFINITION 6. (Task-based responsibility)
For all i ∈ Ag and a task allocationPlan(AR, τ):

Rtb
i (τj) := rea(i, rj) ∧ 〈rj : τj〉 ∈ Plan(AR, τ)∧

O(i : achieve(τj)) ∧ [i : achieve(τj)]Dτj

The obligationO(i : achieve(τj)) expresses that the organiza-
tion entrusts agenti with his taskτj (rea(i, rj) ∧ 〈rj : τj〉 ∈
Plan(AR, τ)), and[i : achieve(¬τj)]Dτj expresses the empow-
erment ofi to prevent the reduction of the possibility or the im-
possibility to achieve goalτj . So, an agenti fails to fulfill his
task-based responsibilityRtb

i (τj) if he violates the normO(i :
achieve(τj)) which leads to the untoward eventDτj . However,
the agent is considered blameworthy when he actually knows (or
could have known) that he has this obligation and that he can per-
form the action to achieve his task. For example, he has not re-
ceived the information needed for the performance of his task, or

the achievement of his task depends on an earlier task in the task
allocation which is not performed. This notion of blameworthy can
formally be described as follows:

DEFINITION 7. task-based blameworthiness
For all i ∈ Ag and a task allocationPlan(AR, τ):

Bltbi (τj) := rea(i, rj) ∧ 〈rj : τj〉 ∈ Plan(AR, τ)∧

O(i : achieve(τj)) ∧ [i : achieve(τj)]Dτj∧

Ki(O(i : achieve(τj))∧[i : achieve(τj)]Dτj)∧CANi(achieve(τj))

Social responsibility
The notion of social responsibility builds on the notion of task-
based responsibility, and it is somehow analogous to a notion of
violation in standard deontic logic.

DEFINITION 8.
For all i ∈ Ag and a task allocationPlan(AR, τ):

Rs
i (τj) := Rtb

i (τj) ∧Dτj

that is to say, agenti has the responsibility to achieveτj and the
achievement ofτj is impossible or jeopardized. Notice that this
notion of responsibility is very simple and is independent from the
notion of causal responsibility.

4. RESPONSIBILITIES AND ORGANIZA-
TION STRUCTURE

Although the notion of organization structure does not play a di-
rect role for the definition of the different types of responsibilities,
it does play an important role in the dynamics of responsibilities
within an organization. First of all, the causal and task-based re-
sponsibilities depend on a given task allocation, which splits the
joint task (arising from the collective obligation) over the individ-
ual agents of the organization. The mechanism of this task alloca-
tion depends on the organizational structures. E.g., in an organiza-
tion without any hierarchy it might be that all agents bid on some
sub-task(s) of the tasks and allocation is done through choosing
the optimal allocation based on these bids. In a purely hierarchical
organization the allocation might be done through a delegation of
sub-tasks through the hierarchy. So, these mechanisms depend on
the existing power relations between the agents in an organization.

While formally task-based responsibilities can be allocated through
the task allocation and the role enactment mechanisms, we already
saw that agents should also be made aware of their responsibilities.
The mechanism can be implicit, e.g., through the playing of a role
in an organization an agent knows it has certain responsibilities that
come with the role, but can also be explicit. For the latter an infor-
mation structure should be present in the organization that facili-
tates the right dissemination of the information, such that agents
also know they have a responsibility and can be held responsible
when things go wrong. The latter point ties in with the last dynamic
aspect of responsibilities. When an agent is task-based responsible
for a task it should also perform the task. The organization should,
in some way, monitor the progress of the performance such that
both the blame for non-performance can be attributed correctly to
an agent and also appropriate measures can be taken to repair the
situation. This monitoring and repair (in case of failures) is struc-
tured along the control structure of the organization.

We cannot hope to provide a full account of all interactions be-
tween responsibilities and organizational structures. However, in
the rest of this section we aim to capture some essential traits of



those interconnections. We understand those relations essentially
as guaranteeing some effects to the basic actions ofdelegate, in-
form andmonitor, which play an essential role with respect to re-
sponsibilities and their development in organizations.

The following definitions characterize the influence of the orga-
nization relations on the actions above. Through these basic prop-
erties we can also formally analyze some consequences of them on
the notions of responsibilities studied in the previous section.

DEFINITION 9. (Power)
For all i, j ∈ Ag s.t. i 6= j andr, s ∈ AR:

(Power(r, s) ∧ rea(i, r) ∧ rea(j, s)) →

[i : delegate(j, φ)]O(j : achieve(φ))

If a power relation exists between roles that are enacted by two
agents then adelegateaction will have as effect an obligation for
the recipient, that is, a form of “your wish is my command” princi-
ple. Intuitively, if a power relation holds between rolesr ands, all
delegation acts performed by an agenti enacting roler on agents
enacting roles succeed in creating an obligation for these agents.

Task-based responsibility cannot be delegated. If Agenti has,
according the task allocation, to achieve taskφ and has a power
relation with agentj, he can delegate his task toj, but he remains
task-based responsible for the achievement ofφ. Sinceφ is not the
original task of agentj according to the given task allocation (see
definition 6). Agentj, however, can be causally responsible if he
fails to fulfill his delegated obligation.

A difference between an individual task and a collective task is
that in an individual task all information is readily available and can
be reasoned about. However, when a collective task is divided over
the individuals of that collective, they might not know the whole
plan, typically do not have information about actions that are per-
formed, etc. Therefore, we need a coordination structure.

DEFINITION 10. (Coordination)
For all i, j ∈ Ag s.t. i 6= j, r, s ∈ AR:

(Coordination(r, s) ∧ rea(i, r) ∧ rea(j, s))∧

DONE(i : monitor(φ))∧

(Kiφ → O(i : inform(j, φ))) ∧ [i : inform(j, φ)]Kjφ.

If a coordination relation holds between rolesr ands, all informa-
tion acts performed by agents enacting roler to agents enacting role
s are successful in the sense that they create, in these last agents, the
knowledge they acquired via monitoring the occurrence of a certain
fact: theinformaction will automatically lead to the corresponding
epistemic state in the recipient. Further, there is a normative aspect:
agenti shouldinform another agentj aboutφ if they are connected
through a coordination link and if agenti has monitored (checked)
φ.

On this basis, a coordination-related type of responsibility can
be defined.

DEFINITION 11. (Coordinational responsibility)
For all i, j ∈ Ag and a task allocationPlan(AR, τ):

Rcoor
i (inform(j, φ)) := rea(j, rl) ∧ 〈rl : τl〉 ∈ Plan(AR, τ)∧

O(i : achieve(Kjφ)) ∧ [i : achieve(Kjφ)]Dτl

This notion of responsibility has some resemblance to the task-
based responsibility (see definition 6), with as task for agenti to

inform agentj aboutφ. On the basis of the coordination structure,
there is a specific allocation of the information actions, which is
needed for the achievement of the individual tasks in the task allo-
cation. Given this definition, we can say agenti is responsible to
inform agentj, when the knowledge ofφ is a necessary means to
the achievement ofτl and that agentj does not have that knowl-
edge.

The responsibility of an agenti to inform some agentj about
a certain aspectφ can follow from the coordination link between
these agents if the knowledge ofφ is necessary for the achieve-
ment of the task of agentj according the task allocation andi can
monitor or checkφ. This shows, in particular, how a given task al-
location needs to be integrated with a suitable allocation of coordi-
national responsibilities in order to guarantee the information nec-
essary for the correct functioning of the organization. This property
can be formalized as follows:
For all i, j ∈ Ag s.t. i 6= j, rk, rl ∈ AR and task allocation
Plan(AR, τ):

Coordination(rk, rl) ∧ rea(i, rk) ∧ rea(j, rl) ∧
〈rl : τl〉 ∈ Plan(AR, τ) ∧

(¬Kjφ → ¬CAN(j : achieve(τl))) ∧
CAN(i : monitor(φ)) → Rcoor

i (inform(j, φ))

So, agenti is responsible to inform agentj aboutφ if there is a
coordination link between the rolesrl andrk they respectively en-
act, and without the information aboutφ agentj cannot perform
his task according to the task allocation. If agenti does not inform
agentj, it follows that agentj cannot perform his task, which can
lead toDτl. So, agenti can be causally responsible if he does not
inform agentj aboutφ (see definition 4). Note, that agentj is
still task-based responsible with respect toτl, but not blameworthy,
when he does not get the information necessary for the achievement
of τl (see definition 7).

Finally, we get to a characterization of the dimension of control
in organizational structure:

DEFINITION 12. (Control)
For all i, j ∈ Ag s.t. i 6= j andrk, rl ∈ AR:

(Control(rk, rl) ∧ rea(i, rl) ∧ rea(j, rl)) →

[i : monitor(DONE(j : achieve(φ))](Dτl → O(i : achieve(τl))

If a control relation exists then themonitoraction will have as fur-
ther consequence the generation of an obligation for the controller
in case the controlled actor did not achieve the relevant state caus-
ing the untoward event. On this basis, the notion offailure-based
responsibilitycan be defined.

DEFINITION 13. (Failure-based responsibility)
For all i, j ∈ Ag s.t. i 6= j andr, s ∈ AR:

Rcontrol
i (monitor(j, φ)) := Control(r, s)∧rea(i, r)∧rea(j, s)

This type of responsibility depends completely on the control rela-
tion.

The control responsibility has another normative aspect: if an
agent has control over another agent he is obliged to monitor the
controlled agent whenever he knows the controlled agent has an
obligation. Formally,

(Rcontrol
i (monitor(j, φ)) ∧Ki(O(j : achieve(φ))) →

O(i : monitor(DONE(j : achieve(φ))))



We can imagine that an agent who has delegated his task to agentj,
has the obligation to monitor whether the delegated agent has done
the task, since he might be responsible to monitor agentj and he
knows that the delegated agentj has the obligation.

5. CONCLUSIONS
We have provided some elementary notions of responsibility in

its interconnection with the structure of an organization. We argued
that organizations are defined through several structural relations.
Although people refer to these structures they still lack a precise
formal definition. In this article these relations have been given a
solid foundation. This allows us to check desirable properties of the
structures and how they (should) interact. Now we have a charac-
terization and can proof properties given some structural properties
of these relations. In future work we will look at more elaborate
definitions of the power, coordination and control relations.

The notions of responsibilities are useful in the process of de-
signing an organizational structure, and conversely in understand-
ing how a given organization is structured. We have shown that re-
sponsibilities have an impact both on what agents should do within
an organization, but also on who to turn to when things go wrong.

Responsibilities are closely related to the specific task allocation
within an organization. Although the task allocation can be deter-
mined dynamically through the process of delegation, some of it is
predetermined through the role structure of the organization which
assigns typical tasks to certain roles. The organizational structure
plays an even greater role in the monitoring and control of execu-
tion of the tasks for which the agents are responsible. The logical
framework we presented offers a semantics for the notions of re-
sponsibility that is necessary for determining at least some inter-
connections between organizational structure and responsibilities.
It gives some insides into when an agent can really be held respon-
sible for when tasks are not (or wrongly) performed. These obser-
vations might lead to guidelines for the design of an organizational
structure given that one wants some responsibilities to be covered
at all times. In this article we just offered a glance of these obser-
vations through the example. However, we hope to extend this area
in future work, e.g., to combine our work with the work done in
[18] about the representation of organized interaction with action
concepts.

Another line of future work concerns the logical formalism that
was used to describe the notions in this article. Although it is suf-
ficient to denote most of the basic properties and relations between
them, we also touched upon some fundamental issues. In general
responsibility is closely related to “causal” relations, i.e., who is
actually causing some action or state (cf. [15]). This is a famous
problem to represent in logic and we can only hope to give a close
approximation that is good enough for the present purpose.

A third related point is the use of temporal relations. In further
work we will explore the dynamics of the responsibilities, their per-
sistence and evolution over time. In order to do this we need to
combine the current formalism with a temporal framework in the
same vain as was done for temporal dynamic deontic logic in [8,
3].
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Abstract— We present an agent-based coalition formation ap-
proach for disaster response applications. We assume that agents
are operating in a dynamic and dangerous environment, and they
need to form convoys to efficiently traverse unsafe areas and
randez-vous at task locations. We assume a dynamic model of
multilevel coalition formation where agents can dynamically join
and leave the convoy, and the goals of the convoy (as reflected
in its physical path and schedule) is determined by its current
members. We demonstrate our approach in a simulation study
located in the environment of New Orleans in the hurricane
Katrina aftermath.

I. INTRODUCTION

Efficient disaster response requires participants to form
teams and coordinate their actions. This process is complicated
by a variety of factors:

Dynamic, unpredictable and dangerous environment. In
the immediate aftermath of a disaster (such as the hurricane
Katrina in New Orleans or the Asian Tsunami) previously safe
areas might turn into unsafe or unaccessible. The environment
might contain new sources of danger in the form of natural
obstacles (damaged buildings) or even hostile agents (such as
looters or stray dogs).

Dynamic tasks. In rescue missions, tasks appear unpre-
dictably. The discovery of a wounded person at a dangerous
location creates a new task with specific logistics, protection
and medical facets. In severe disasters, the number of tasks
can greatly exceed the available resources.

Dynamic teams and collaboration patterns. Although
some of the disaster management teams are pre-established,
trained together and have a clear pattern of command and
control, many teams are assembled on an ad hoc basis, as a
response to emerging tasks. Teams are composed from hetero-
geneous groups of entities: persons, vehicles, service animals,
and so on. Team members might not report to the same chain
of command, might have communication problems and their
interests might not be completely aligned. For instance, the
state police and guerilla groups might cooperate in a rescue
operation but resume hostilities after the emergency.

Our research group at the Networking and Mobile Comput-
ing (NetMoc) laboratory at University of Central Florida is
working on a negotiation based coalition formation approach
which can be used to assemble ad hoc coalitions in an
emergency management scenario. In this paper, we are con-
centrating on the negotiation regarding convoy formation for

mobility in a dangerous environment. The convoy formation
approach, which is based on physical destinations needs to
be complemented with a decision process based on assigning
tasks based on the roles the agents are able to assume in a
team. This task-based component of our system is based on
extensions to the Machinetta framework [1].

The remainder of this paper is organized as follows. In
Section II, we describe the formalism used for the description
of the physical world, the agents and coalition formation.
The convoy formation and negotiation models are described
in Section III. The experimental results are presented in
Section IV. Related work is discussed in Section V and we
conclude in Section VI.

II. WORLD MODEL

The environment considered in this paper assumes a 2-
dimensional geographic area, where we identify: safe areas
which are traversable by any vehicle and convoy, danger areas
which are traversable only by convoys and inaccessible areas.
The model can be extended in a straightforward way to involve
more than three area types which affect the movement of the
vehicles in a variety of ways (such as slowing down, requiring
higher energy consumption, and so on). In this environment,
we consider the actions of a set of embodied agents, which
have a well-defined physical location and movement capabil-
ities. In practice, these agents can be “RAP” (Robots, Agents
and/or Persons). The goal of every agent is to execute a certain
task at a destination location.

The time to reach the destination can be improved by
the formation of convoys. In certain cases, the agent can
not reach the destination except through joining convoys. We
assume the agents self-interested but honest; the agents keep
their negotiated commitments. The embodied agents are using
message based communication, which can be either point to
point or broadcasted to all other agents in the transmission
range.

A. Negotiation model

Negotiation is the process by which a group of agents come
to a mutually acceptable agreement on some matter [2]. In our
scenario, the subject of negotiation is the joining and leaving
convoys, and the adaption of the path of the convoy to the
requirements of the agent. The agents are exchanging a set of



offers, based on their offer construction strategies. The other
party is using its offer evaluation strategy to make a decision,
which can be either to accept the offer, send a counteroffer or
terminate the negotiation. Two subprotocols (for joining and
leaving convoys) describe the message flows for the different
negotiation processes.

While this model is common for any kind of negotiation
processes, the fact that the negotiation happens in real-time
in the physical world, creates a set of new requirements. The
negotiation needs to be time constrained, i.e. the time allotted
to the concrete flow of messages needs to be limited. The
agents being in constant movement, they will be in their com-
munication range for a limited amount of time. The negotiation
needs to be fail safe due to the frequent loss of messages either
due to temporary causes, or because a vehicle got out of the
communication range during the negotiations. It is especially
problematic if a negotiation is interrupted with the parties
having a different view of the outcome of the negotiation.
The negotiation has to be deadline oriented because the offers
made during negotiations can become obsolete. For instance,
if an agent A makes an offer to join convoy B at location X
and time t, there is a limited temporal window of opportunity
when this rendez-vous can take place. Thus every offer needs
to carry a timestamp and an expiration date. Also, since one
vehicle can take part in several negotiations simultaneously,
the negotiation process should make sure that it does not
commit to contractual binding with more than one vehicles
at the same time.

B. Convoy models

We define a convoy as a coalition of embodied agents which
agreed on a common path and schedule. Normally, the agents
of the coalition have a common location and speed; however,
from a logical perspective, we consider an agent which has
agreed to join a convoy and it is on its way to a rendez-vous
point as part of the convoy.

Convoys have a hierarchical structure, and may contain sub-
convoys. For the sake of uniformity, we will consider that
individual vehicles are being part of single-vehicle convoys.
Formally, a convoy C is described by a set of convoys
S = {C1, . . . Cn}, a leader agent AL ∈ S, and a set of
commitments G = {g1, . . . gn}. The set of commitments are
usually expressed as constraints on the path of the convoy.
The role of the leader is to negotiate on behalf of the convoy
and to determine its path, taking into account its previous
agreements G. Although the embedded convoys maintain their
leader and set of agreements, the path of the convoy is
determined exclusively by the leader of the outermost convoy.
The negotiation protocols need to ensure that the agreement
sets of the subconvoys are compatible with the agreements of
the embedding convoy.

The commitment of the convoys are related to visiting
locations and can be classified as “before” (B) and “after” (A)
commitments. A “before commitment” B(L, t) commits the
convoy to arrive to location L not later than time t. An “after
commitment” A(L, t) commits the convoy to leave location

location L not sooner than time t (if the convoy reaches that
location sooner, it can, of course wait at the location).

We will call a commitment C1 stronger than a commitment
C2 and denote it C2 ⊂ C1 if every set of actions which satisfies
C1 also satisfies C2.

Theorem 1:∀L, t1 < t2 ⇒ B(L, t2) ⊂ B(L, t1)
∀L, t1 < t2 ⇒ A(L, t1) ⊂ A(L, t2)

We leave the proof of this theorem as an exercise to the
reader.

III. CONVOY FORMATION MECHANISM

A. Negotiation for an agent joining a convoy

The convoy joining mechanism is inherently asymmetric,
even if it takes place between two single-agent convoys. The
leader agent of the first convoy will become the leader of the
resulting convoys. There is an asymmetry in the negotiation
interests of the main convoy and the joining agent or convoy.

Let us now consider the lifecycle of the embodied agents,
and the objectives of the negotiation. The simplified state
diagram of the lifecycle of the agent is shown in Figure 1. The
default state of the agent is to move independently towards its
destination (x, y). Whenever an agent detects the presence of
a convoy in its vicinity, it starts a negotiation process. If the
negotiation is successful, the agent moves to join the convoy at
a rendez-vous point. From then on, the agent moves with the
convoy, until the pre-agreed leave point is reached. At the leave
point, the agent leaves the convoy, and moves independently to
its destination. Even while the agent is in the convoy, it might
start negotiations with other convoys, or simply consider to
leave the convoy on its own. If the agent wants to leave the
convoy before the leave point, the agent needs to negotiate
this with the convoy leader. If the negotiation is successful,
the agent leaves the convoy, and it is free to follow its separate
path to the destination, or join a different convoy.

Let us consider the objective of the negotiation. We will
denote with τC(L1, L2) the time it takes for convoy C to move
from location L1 to location L2. In the simplest case, at time
t an agent A with the destination DA and current location LA

considers joining a convoy C, which has a current set of com-
mitments G. The agent has its current expected arrival time
tA = t + τA(LA, DA). In the first approximation, the agent
would join the convoy if it can add to its list of commitments
an agreement B(DA, t′A) with t′A < tA, that is, it can reach
its final destination faster. However, even if this agreement
is not feasible, it might be worth for the agent to join the
convoy up to an intermediate location P , called the leave
point. A sufficient condition for the agent to be worth joining
the convoy until leave point Lleave is to have a commitment
B(Lleave, tleave) such that tleave+τA(Lleave, LA) < tA. This
is however not a necessary condition; the agent might plan
ahead for joining a different convoy after leaving the current
convoy at P .

A successful negotiation for an agent joining a convoy will
add two commitments to the convoys set of commitments: a
commitment A(Ljoin, tjoin) for the join location of the agent,



Negotiate
join

ne
w

 v
eh

ic
le

 d
et

ec
te

d 
or


in

co
m

in
g 

m
es

sa
ge



Break
contract

negotiation
 succeeds

contra
ct n

eed to
 be broken

ne
go

tia
tio

n 
fa

ils


Move to
join

location

Move to
dest.

Wait for
convoy

Move with
convoy

jo
in

 lo
ca

tio
n 

re
ac

he
d

convoy destination reached

convoy late

leaving convoy

contract broken

convoy reached

Negotiate
leave

Fig. 1. The simplified lifecycle of an embodied agent which moves towards
the destination optionally joining convoys. For the sake of clarity we did not
represent situations such as the agent simultanously negotiating with multiple
convoys for joining, or negotiating the leaving of a convoy while negotiating
for joining another.

and a commitment B(Lleave, tleave) for the leave location of
the agent.

Thus, the negotiation between the convoy and
the agent is a multi-objective negotiation, with the
〈Ljoin, Lleave, tjoin, tleave〉 quadruplet being the minimal
negotiation set. In addition to these four objects, the
negotiation might involve cost, penalties for contract breaking
or other temporal constraints. In the following, we will
briefly discuss the four negotiation objectives and their
interrelationships.

Ljoin the location to join the convoy. The interest of
the agent is to negotiate a join location which is as close
to its current location as possible, or to be in the general
direction of the destination. The choices of the convoy are
(in order of preference) (a) to negotiate a join location L for
which he already has an A(J, t) commitment, (b) a location
for which it has a B(J, t) commitment, (c) a location which
is on the current projected path of the convoy and (d) a
location which is close to the current projected path of the
convoy. Intuitively, (a) does not involve any new commitment
for the convoy (if it manages to negotiate a join time earlier
or the same as the previous commitment), (b) requires only a
temporal commitment, without new restrictions on the path of
the convoy. A location of type (c) restricts the ability of the
convoy to change its path (although its current path remains
valid), while a point of type (d) requires the convoy to change
its path. These preferences will be inevitably reflected in the
negotiation strategy of the convoy. One additional complexity
is the number of negotiation choices. While the points of

type (a) and (b) are coming from a limited set of discrete
choices, the points (c) are coming from a one-dimensional
while points (d) from a two dimensional continuum, limited
only by the resolution of the raster maps on which the systems
operate. This leads to an unrealistically large negotiation space.
To reduce the negotiation space to a more realistic size, we
chose to identify segment locations on the convoy path. By
restricting the choice of the rendez-vous and leave locations
to the segment points, we guarantee that the negotiation
happens over a discrete set of choices. These locations have
special properties, such as they are situated on the intersection
between safe and danger zones, or on the intersection between
the convoys path and the agents path. In the first pass, we can
eliminate the points which are not feasible because of one of
the following reasons:

(i) the convoy has already passed that segment location
(ii) the vehicle cannot reach the segment location before the

convoy passes it
(iii) the segment location is unreachable by the vehicle (e.g.

if it lies within a safe region surrounded by unreachable and
danger zones)

tjoin - the joining time. Once the agent and the convoy
had identified its join location they need to negotiate the
join time. In broad lines, the agent negotiates for the latest
possible join time (to increase its safety margin in getting
there), while the convoy for the earliest time (because that
minimizes its commitment in waiting for the agent). The join
time has to be at least the minimum time needed by the agent
to reach the join point (the convoys minimal arrival time is
not strictly relevant, as its commitment is to leave after the
negotiated time). This is a simple linear negotiation, which
(for all other negotiation objectives fixed) can be resolved with
a monotonic concession protocol with Zeuthen strategy [3].
However, we need to observe that once the hard requirement
of τ(Lcurrent, Ljoin) < tjoin − tcurrent is met, the rest of
the negotiation is only about safety margins. Thus, an agent
is more likely to concede in this parameter, which does not
affect its predicted performance.

Lleave - the leave location. For this location, the interest
of the agent is to negotiate a location as close as possible
to its final destination (except the case when it is planning
to join another convoy on the leave location). The interest
of the convoy are, in the order of preference (a) a location
for which an existing B commitment exists, (b) a location
for which an existing A commitment exists, (c) a point on
the current planned path and (d) a point close to the current
planned path. Note that the order of preferences for types (a)
and (b) is reversed for this point compared to the join point.
Similarly to the join location, for types (c) and (d) we consider
segmentation approaches. An additional problem which needs
to be considered by the convoy is that at every leave location
the resources of the convoy are diminished and at the last
leave location we end up with two independent agents, not
with a convoy and an agent. Thus, the interest of the convoy
might be to negotiate for leave points as far down as possible
on its projected path. The ideal organization is a single leave



point where all the participant agents leave for their individual
destinations.

tleave - the leave time. This parameter represents the
guaranteed arrival time at the leave location. tleave has a
lower bound, limited by the physical time a convoy needs to
reach the location on the optimal path, while still meeting
its other commitments. The upper bound of this parame-
ter is given by the limit at which it is not worth any-
more for an agent to join the convoy tupper

leave = tcurrent +
τagent(Lcurrent, Ldestination) − τagent(Lleave, Ldestination).
Evidently, the interest of the agent is an earliest possible time
- preferably the lower bound. The interest of the convoy is
to minimize its commitment, by committing to as late time
as possible. By accepting the lower bound, the convoy is
essentially committing that it will not change its current path.
This limits its ability to accommodate agents joining in the
future.

B. Other cases

Besides the case when a single agent is joining a convoy,
there are other possible cases, such as a convoy joining another
convoy, an agent leaving a convoy or the splitting of a convoy
into multiple convoys. The common denominator of these
cases is that the interests of the individual agents remain the
same, while the negotiation objects are variants of the single
agent joins convoy case.

A convoy is joining another convoy. The complete set of
commitments of the joining convoy needs to be accepted by
the joined convoy.

Splitting a convoy. The splitting of convoys is worthwhile
if the two resulting convoys can negotiate better terms than
the larger convoy. Splitting will always happen such that both
parts are at least two agent convoys. The reason for this is that
if the agent would have had a better path alone than with the
current convoy, it would have not joined the convoy in the first
place. With four agents, however, it is possible that the agents
joined in the order A1, A2, A3 and A4, but a combination of
convoys (A1, A3) and (A2, A4) can offer better performance
than the larger convoy of four agents.

IV. EXPERIMENTAL RESULTS

To test our coalition formation algorithms, we have tested
them through simulating a realistic scenario based on the
environment of the hurricane Katrina flooded New Orleans.
The agents were implemented in the YAES simulation envi-
ronment [4]. The physical environment is a 0.9x1.5 km large
area of New Orleans, represented through a satellite photo
with a resolution of 2 meters/pixel, obtained from Google
Maps (Figure 2). The safe, unsafe and unaccessible areas
were obtained partially from image processing, and partially
manually edited. The scenario considers the movement of
three agents from their starting points Start-1, Start-2 and
Start-3 to their destination points Dest-1, Dest-2 and Dest-
3 respectively. We assume that the agents are moving at the
very slow speed of 1.2 km/h. The latency in preparing and
delivering the messages is assumed to be 1.2 seconds, while

the communication range of the agents is 100 meters - realistic
for walkie-talkie type device in an urban environment.

The negotiation happens in real time and the agents keep
moving while negotiating. Thus, offers can become invalid if
they are answered too late, as both agents have changed their
positions. To limit the time taken by the negotiation process,
we introduce the negotiation limit ε. This limit is applied only
to the part of the negotiation dealing with the temporal values
tjoin and tleave; the agents have an unlimited time to negotiate
join and leave locations. For this simulation, we have chosen
a value of ε = 30 seconds, which limits the agents to at most
25 exchanged offers (since 25 offers*1.2s/offer=30 seconds).

Let us now evaluate the flow of the negotiation. As agents
start moving towards their destination, their initial path goes
through the path identified by note 1 on Figure 2. After
traveling some distance, Agent-1 and Agent-2 come within
communication range of each other and start negotiations for
coordinating their movements. Table I shows the offers and
counter offers made during this negotiation process. Please
note that the location of the agent is shown as distance in
meters from the top left corner of the map.

Offers 1 and 3 are rejected by Agent-1 because it cannot
satisfy the leave constraint; the time it takes to reach the
proposed join location and then move with Agent-2 as convoy
does not provide any improvement with respect to Agent-1’s
original path. Similarly Agent-2 rejects the first offer from
Agent-1. However, the fourth offer, which originated from
Agent-1 for Agent-2 is accepted by Agent-2 because it satisfies
both join location and leave location constraints. As stated ear-
lier, after agreeing on join and leave locations, the negotiating
parties have ε time to negotiate over join and leave time. The
actual time for Agent-1 to reach join location (132, 472) is
1.58 minutes. The time conveyed through negotiation object
is [1.58 + 0.5 =]2.08 minutes. The negotiation space for join
time for Agent-1 is [2.08, 2.58]. Similarly the time to reach
leave location is [48.42+0.5 =]48.92 minutes. The negotiation
space for leave time for Agent-1 is [48.42, 48.92]. The time it
will take the Agent-2 to reach join location is 2.38 minutes.
The negotiation space for Agent-2 join time is therefore
[2.38, 2.88] and for the leave time is [48.44, 48.94]. During
time negotiations, Agent-2 gradually increases its offer of join
time and decreases leave time. Agent-1 does the opposite thing
and after some exchanges, the parties agree on the constraints
(A((132, 472), 2.38), B((1390, 390), 48.84). Please note that
the negotiation ending criteria in this case was reaching the
upper limit of Agent-1 on join time. In this particular instance,
Agent-2 was able to increase join time by 0.5 minutes, but the
leave time was not decreased.

So Agent-1 and Agent-2 meet at join location (132, 472)
after around 2.38 minutes of reaching agreement and form a
convoy. They also agree that Agent-2 will leave the convoy at
location (1390, 390) after around 48.8 minutes. Note that the
time for Agent-2 to reach its location using only the safe zones
was 55.7 minutes. The time to reach the same location using
the convoy is 52.3 minutes (which includes join time, convoy
time and time to reach its destination from leave location).



Fig. 2. An example run of the coalition formation algorithm, on a map representing an area of New Orleans flooded in the aftermath of Hurricane Katrina.
The area marked in the center of the map is a danger area, which can not be traversed by individual agents, but is accessible for convoys.

The convoy then encounters Agent-3 during travel and a
similar negotiation process takes place between convoy leader
(i.e. Agent-1) and Agent-3. This process results in another
agreement being formed between convoy and Agent-3. The
join and leave locations of this agreement are also identified
on Figure 2.

The convoy, now consisting of three agents, moves through
the danger region and the agents leave the convoy at the agreed
leave locations.

It can be seen from Figure 2 that the leave location of
the agents is not an optimal location. The reason for that
are two fold. First of all, the agents do not know about
each other’s path. So they cannot determine optimal leave
location on other agent’s path. Secondly, an approximation
could be obtained by providing feedback to the offering party
to successively decrementing the leave location. But this would
require increased negotiation steps and computational time.
Also, by the time we agree on the leave constraint, the join
constraint would become invalid.

V. RELATED WORK

The field of multi-agent negotiation is influenced by eco-
nomic models, game theory and artificial intelligence. Jennings
et. al [2] defines negotiation as a search process where
multiple agents search through the negotiation space to reach
agreements and discusses several negotiation models includ-
ing game theoretic, heuristic based and argumentation based

models. Kraus [5] provides a more in depth study of strategic
negotiations in multi-agent environments.

Coalition formation between agent residing in the physical
world has been the object of study of collaborative robotics.
One recent effort is the DARPA Software for Distributed
Robotics (SDR) program where researchers from SRI Inter-
national, Stanford University, the University of Washington,
and ActivMedia Robotics are designing and implementing a
computational framework for the coordination of large robot
teams, consisting of at least 100 small, resource limited
mobile robots (CentiBOTS) on an indoor reconnaissance task.
The Robocup robotic soccer challenge is also a source of
research in coalition formation schemes [6]. Alami et al [7]
presents a scheme of operating a large number of mobile
robots using plan merging paradigm. Their scheme is based
on local knowledge and incremental planning in a distributed
manner. They attempt to resolve the spatial movement conflicts
between mobile robots. Although we have a similar problem
domain, our effort differs in that (1) we use negotiations for
coordinating the movement and *2) our general goal has been
to make mobile agents to agree on a meeting and leaving
location rather than resolving the spatial movement conflicts.

Although team formation is frequently considered a cen-
tralized activity, where a manager assembles teams based
on optimization criteria, several research efforts have dealt
with negotiation based team formation models. The DARPA
Autonomous Negotiating Teams (ANTS) program was one
of the focus points of this effort. Examples of papers using



Offer No. Sender Receiver Location of Join constraint Leave constraint
the sender (meters) < (meters, meters), minutes > < (meters, meters), minutes >

1 Agent-2 Agent-1 (86.6, 501.2) A((122, 462), 1.93) B((1390, 496), 54.26)
2 Agent-1 Agent-2 (159, 531.2) A((134, 492), 1.784) B((1390, 400), 49.13)
3 Agent-2 Agent-1 (87, 500.6) A((132, 442), 2.46) B((1390, 486), 53.84)
4 Agent-1 Agent-2 (158.8, 530.6) A((132, 472), 1.98) B((1390, 390), 48.842)
5 Agent-2 Agent-1 (87.4, 499.9) A((132, 472), 2.18) B((1390, 390), 48.742)
6 Agent-1 Agent-2 (158.7, 529.8) A((132, 472), 2.08) B((1390, 390), 48.842)
7 Agent-2 Agent-1 (87.7, 499.2) A((132, 472), 2.28) B((1390, 390), 48.742)
8 Agent-1 Agent-2 (156.2, 529.1) A((132, 472), 2.18) B((1390, 390), 48.842)
9 Agent-2 Agent-1 (88.8, 498.1) A((132, 472), 2.38) B((1390, 390), 48.742)
10* Agent-1 Agent-2 (157.1, 528.6) A((132, 472), 2.38) B((1390, 390), 48.842)

TABLE I
THE OFFERS EXCHANGED BETWEEN AGENT-1 AND AGENT-2

negotiation for agent team formation[8], [9]. Some of these
papers are concerned with a multi sensor target tracking
problem [10], [11]. Sariel and Balch [12] use an auction based
approach for task allocation in multiple robot map exploration
problem.

The CoAX - Coalition Agents Experiment series demon-
strated the utility of agent technology for coalition operations
in a series of technology integration experiments [13], [14].

[15] is one of the classical books on the topic of time
constrained negotiation. In our negotiation model, both parties
lose if an agreement can not be reached in given time. So both
parties are willing to accept any offer (even non-optimal) that
can satisfy the join and leave constraints.

Part of our problem domain also resembles with multi-
agent meeting scheduling problem. Crawford and Veloso [16]
provides a good introduction to existing work in this domain
in which the focus has been mainly to make multiple agent
agree on a given time slot for a meeting, under static or
dynamic user preferences. Our work differs in that our mobile
agents schedule for spatial locations under dynamic temporal
constraints.

VI. CONCLUSIONS

This paper presented an agent-based coalition formation
approach for disaster response applications. We find that
many of the formal negotiation models are applicable, but
the constraints of the physical world, such as temporal and
spatial distances, communication constraints, as well as real-
time operation requirements add new requirements. Future
work include extending the coalition model to task oriented
domains, development of improved algorithms for real-time
operation as well as implementation on physical embodied
agents.
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Abstract

We present a distrusted approach to coalition logistics
planning that provides critical properties for application in
adversarial and semi-trusted environment: planning and
communication efficiency, well-defined levels of informa-
tion sharing and confidentiality, tight integration of trustful-
ness with the planning and stability of the distributed plans.
To achieve this goal, we combine multi-agent negotiation
with efficient fuzzy and flexible linear programming tech-
niques from operation research field. Alternating rounds of
global optimisation and restricted negotiation split the task
into subtasks, create teams, assign them to the tasks and
provide a task-resource mapping. Resulting plan execution
can be easily verified and verification results can be used to
update the trust and social models and potentially to per-
form re-planning immediately.1

1 Introduction

One of the important problems of any coalition opera-
tions is a transportation logistics. Each coalition member
can manage its own logistics independently, causing sig-
nificant inefficiencies, resource overbooking and delays in
operation. Alternatively, the logistics can be managed by
cooperation among the autonomous coalition members.

We study coalition planning problem in the OOTW (Op-
erations other than War) environment, where besides the ob-
vious technical requirements on technical (hardware-level)
interoperability and a shared knowledge model (ontology)
the cooperative approach requires:

1. methods for building and usingtrust modelsabout
coalition members,

2. techniques for handling imprecise information and
handling temporarycommunication inaccessibility,

1Note to Reviewers: Current length of the submission was approved by
PC. Final version will be compliant with 6-page limit.

3. knowledge sharing methods preventing unwanted
knowledge disclosure,

4. distributed reasoning(planning) and negotiation algo-
rithms and

5. agents ability to act incooperativewhile also incom-
petitivemodes.

In this contribution we intended to address primarily the
issue 1, 3, 4 and 5 from the list above. The issues of com-
munication inaccessibility coalition planning has been dis-
cussed in [19]. The problem of transportation logistics in
OOTW environment can be easily generalised so that the
investigated concepts can be used in other semi-trusted, col-
lective activity oriented domains.

The technique we suggest is not only applicable for cur-
rent coalition operations, where the agents are typically
materialized by manned command centers, but even more
in the context of the next generation of systems with au-
tonomous vehicles [1], where we may wish to automate not
only driving and control, but also the higher level functions
– making the vehicles with embedded agents responsible
for transportation scheduling and road planning following
the requests from the supplied entities.

Unlike classical definitions of competitive and self-
interested behaviour, adversariality [18] is understood in
this article in the context of a special agents’ behaviour that
is results in a partial loss of collective welfare of the col-
lective of agents. Adversariality models agent harmful and
malicious behaviour in the coalition. While agent’s adver-
sariality in the system can be both voluntary or intentional,
often caused by coalition member with side interests or in-
voluntary or unintentional, given e.g. by system infiltration.

In the transport logistics domain we have modeled two
types of adversarial behaviour: (i) adversarial agent stealing
the cargo and thus preventing it from being delivered and
(ii ) adversarial agent sharing the transport plan details with
a third party that may or may not implement a cargo hold-up
operation.

In our work, we handle adversariality by:(i) limiting
information disclosure to other agents, respecting each
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agent’s private preferences, and keeping them undisclosed,
(ii) integration of trust model [17] and methods of rea-
soning about competitive and adversarial agents. In such
an environment we were motivated by suggesting a plan-
ning solution that wouldstable- we want a stable planning
solution even if a trustworthiness or availability of partner
agents changes slightly and finally andefficiency- we want
to be able to find a task decomposition and allocation within
reasonable time and with a small number of messages.

The algorithm we present builds on existing multi-
agent solutions for the same class of problems. Extended
Contract-Net-Protocol as defined in [6] and further ex-
tended towards practical application by [14] achieves the
same result using the negotiation between coalition leader
and perspective members. When the perspective coalition
leader wishes to solve the task, it asks other agents to cover
the task completely or at least partially. Agents submit their
bids, the best ones are selected and provisionally granted
the task. The rest of the task is auctioned again and new
auctions are organized until the whole task is covered. If
the remaining task can not be covered, the algorithm must
achieve consistency by backtracking – revocations of pro-
visionally granted tasks and auctioning new ones. Even if
we have a unique coalition leader, the planning problem is
completely decentralized and requires intensive communi-
cation. Consequently, this approach presents performance
problems when it prepares the initial plan in large state
spaces – even if such planner compares favorably with hu-
mans [15, 8], it can be easily beaten by mathematical pro-
gramming techniques. On the other hand, the agent ap-
proach brings more flexibility than mathematical program-
ming as the agents may combine many sources and types of
knowledge to prepare the plan, each agent contributing its
knowledge, reasoning and resources. Agent’s don’t need to
be aware of each other’s mental states, provided that they
are syntactically and semantically interoperable.

In this contribution, we integrate classical AI and opera-
tional research ’heavy-duty’ solvers in the context of multi-
agent systems. We argue that the abstract models of col-
laboration in agent systems as they are now used within
the multi-agent system community have severe drawbacks
– they are well suited for simple reasoning and limited
amount of knowledge, while little scalable. Their perfor-
mance tends to degrade with increasing problem complex-
ity. Therefore, we propose that the AI/OR techniques are
a very good fit for agent reasoning due to their high per-
formance and little or no scalability problems. The tradi-
tional problems related to their application – restrictive ap-
plicability conditions (e.g. linearity) are solved by modern
methods [3] and on the other side, acquaintance models [13]
provide the necessary knowledge inputs for the model, as
well as an efficient mechanisms for its maintenance. As the
mechanism we propose is intended to function in adversar-

ial environments, we need to augment the social model with
trustfulness information, using trust and reputation models
presented in [17] or other [16]. Such trust mechanism must
comply with following requirements: (i) trust and reputa-
tion must be integrated with the planning mechanism, (ii)
model must be robust with respect to environmental noise
(natural failure), (iii) its inputs must be compatible with the
observed plan outcome.

Section 2 provides the formal statement of the problem
we address and describes the solution algorithm. In Sec-
tion 3 we discuss some properties of the designed algorithm.

2 Algorithm Presentation

In the logistics planning problem we consider, we ad-
dress the transport of goods from initial to terminal loca-
tion2 using the resources belonging to self-interested and
potentially adversarial agents. Therefore, we must select
appropriate routes from the plan base, combine them and
allocate resources to the tasks in the plan in order to maxi-
mize the expected amount of delivered goods. In the formal
problem presentation below, we present the problem from
the perspective of the coalition leader – the agent denoted
A0 that organizes a coalition.

2.1 Problem Formalization

Formally, we follow the approach proposed by [20]
and instead of decomposing the plan into the action-
state graph, we will describe it using actions and objec-
tives (called objects in [20]). Therefore, we define an
abstract plan (e.g. route plan) as a directed bipartite
graph, where one side is composed ofobjectives(typi-
cally corresponding to locations), defined by the setO =
{o0(initial), o1, on(terminal)}, with each member de-
fined asoi = (preroi

, allowsoi
), where both thepreroi

and allowsoi
are subsets from theAc, while the other

graph side containsactions (transports) linking the objec-
tives, defined in the setAc = {a1, a2, ...am}, where again
ai = (prerai , allowsai) and setsprerai andallowsai are
subsets ofO. By definition, we always start from a single
initial objectiveo0 (with no prerequisites:prero0 = ∅ ) and
terminate in a aterminal objectivethat corresponds to the
achieved goal state:allowson = ∅. 3 Besides the structural
information, we also keepΘai for each action – an estimate

2This formal simplification doesn’t reduce the generality of our ap-
proach - in case of need, we may define formal zero-cost actions between
the initial/terminal objective and the real terminal objective for each part
of the cargo, provided that we impose appropriate restrictions on these ac-
tions.

3Therefore, in our graph, the nodes are defined asAc ∪ O, while the
directed edges describe the relations expressed inallows andprer sets
of each action or objective. We may also note that the global state of the
system is defined by the state of all objectives.
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of action success likelihood obtained from trust model in a
same manner as individual agent trustfulness.

Batchesconstitute the cargo that is transported. Each
batchpi, from P is defined by its sizesize(pi) and type
(liquid, bulk, etc...) that defines the resources that may carry
it. By definition, all batches can be split during transport;
we denotepaj

i the part of the batch allocated to actionaj .
The transport problem is being solved byagentsfrom

the setAg = {A0, A1, ...Ak}. Each agentAi is char-
acterized by its trustfulnessΘAj (Ai) as it is perceived by
agentAj , and its complement:distrustfulness∆Aj

(Ai) =
1−ΘAj

(Ai). TrustfulnessΘAj
(Ai) is modelled as afuzzy

number, following [17]. This representation allows to cor-
rectly represent the uncertainty and can be used in the plan-
ning as described in Section 3 Agent is therefore modelled
by leader the as a tupleAi = (ΘA0(Ai), resA0(Ai)), where
the setresA0(Ai) models leader’s knowledge about agent’s
resources. Each agent controls one or moreresourcesas de-
fined in its setresAi

. All resources, regardless of the agent
they belong to belong form a setRA0 = {rAi

1 , r
Aj

2 , r
Aj

l },
where the super index of each resource denotes the agent
to which this specific resource belongs. Each resource is
described by a tuplerAj

i = (Aj , allowedri , capri), where
theAj denotes the owner agent of the resource,allowedri

is a set of actions (transports) to which the resource can be
assigned, andcapri

its capacity.
Tasksare a result of the planning process. They form

a setT = ta1 , ta2 , ..., tam , and each task corresponds to
one action. Task is defined astai

= (batchtai
, comtai

),
wherebatchtai

is a set of batches transported in the task
andcomtai

is a set ofcommitments– each commitment4

c = (ai, Aj , r
Aj

k , pai

l , cap) is an assignment of a specific
resourcerk (and consecutively its ownerAj ) to one par-
tial batch pai

l from the setbatchtai
and cap determines

the capacity that is to be assigned. If therk capacity al-
lows it, one resource can be committed to more than one
batch/action and a single partial batchpai

l can be covered
by several commitments – in such case, we denotecap(rai

k )
the aggregate size of all commitments from the tasktai

to
which the resourcerk is committed. Commitments of re-
sources relative to a single task define ateamfrom the set
E = ea1 , ea2 , ..., eam

. Each teameai
⊂ Ag contains all the

agents contributing their resources to the tasktai . Coalition
Co is defined as a union of all teams from the setE.

2.2 Public, Semi-Private and Private In-
formation

Sharing the information about resources, plans, goals
and intentions is significantly different from the cooperative

4Formally, until being evaluated and updated by bidding agents, com-
mitments must be regarded to as merecommitment opportunities.

agent systems. In adversarial environments, agents must se-
riously consider the possibility of information misuse and
try to find the equilibrium between minimum information
disclosure and cooperation and planning efficiency. There-
fore, following [12], we define three types of information:

Public information is accessible to any agent in the sys-
tem. It includes information about agent identity, existence,
location and basic annotation of provided services -typeof
the resourcesresA0(Ai) it offers, but without any informa-
tion concerning their capacity, number or restrictions.

Semi-private information facilitates the planning pro-
cess. It is mutually shared within groups of trusted coopera-
tors that collaborate frequently and enables them to prepare
the plans easier than by negotiating through all possible op-
tions [12]. For each agentAi, it includes the information
about its resourcesaggregatedby type and including the
restrictions regarding their use on the setAc. Such compro-
mise provides enough knowledge for the first stage of the
planning process, and detailed task allocation is then final-
ized in course of negotiation without exposing more data
than necessary5.

Private information is reserved only to the owner agent
and never shared with anyone else - it contains the detailed
information about its resources, including their individual
capacity, restrictions, locations and other information.

2.3 Algorithm Overview

This section provides an overview of the planning algo-
rithm we suggest, combining the social model and linear
programming planner with focused and well-targeted ne-
gotiations in the later stages of the process. The planning
process proceeds as follows (see also Fig 1):

1. Initial Planning : Team leader uses its social knowl-
edge and planning capabilities in order to prepare initial
plan. This happens in two phases:(i) abstract plan con-
struction and(ii) task allocation to the agents.

2. Local Plan Evaluation: Initial plan is evaluated by
the respective agents:(i) the members evaluate the plan and
make an attempt to trade the commitments within teams and
(ii) proposals are sent by members back to the leader.

3. Coherence & Verification: Proposals are included in
the detailed planning that ensures the plan coherence.

4. Plan Execution: Final commitments are received by
members, may be swapped and the plan is executed.

2.3.1 Initial Planning

In the first phase of the plan, we assume that the coalition
leaderA0 has a goal to accomplish and is obliged to form a

5Note that the setsR as perceived by various agents are not identical
due to the fact that they don’t have the access to the same information.
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Figure 1. Overview of the protocol phases:
Agent A0 is a coalition leader and has decom-
posed the global task into three tasks.

coalition with other agents. It uses its social knowledge to
draft a preliminary plan in the following steps.

Constructing the Abstract Plan. The first step is a
preparation of the abstract plan – an action-objectives bi-
partite graph capturing the relationship between initial and
terminal objectives (states) – typically covering alternative
solutions. The graph must contain at least one path connect-
ing the initial and terminal objective – if such path can’t be
identified, agentA0 is unable to solve the planning problem.

Constructing the abstract plan is a computationally ex-
ponential problem in complex domains. Recent advance-
ments in the field of AI planning provided very efficient
techniques for constructing the plans in reasonable amount
of time such as GraphPlan [10] or SAT-Plan [2]. These tech-
niques implement a sophisticated breadth-first search based
on expansion of the bipartite graph or iterative proposition-
alization of the planning problem.

Task Allocation. Once an acceptable abstract plan is es-
tablished, leader proceeds with the(ii) allocation of batches
and resources to individual actions in the plan, while re-
specting the constraints defined in the objectives. Note that
for sake of computational efficiency, some actions and ob-
jectives from the abstract plan can be removed during this
phase if there are no resources or batches to allocate to
them. Then, we use a fuzzy linear programming (FLP) that
either provides an acceptable initial task allocationT , or
identifies a constraint that prevents the agent from finding
the solution.

The constraints we define for the problem are the fol-
lowing. The first equation expresses the node equilibria -
conservation of goods in each node.

∀oi ∈ O \ {o0, on},∀pj ∈ P : (1)∑
ak∈prer(oi)

size(p
ak
j ) ·Θak =

∑
al∈allows(oi)

size(p
al
j )

where theΘak
represents the estimated action trustful-

ness (probability of completion) taken from the trust model
(e.g. delivery ratio in our case) - it allows us to model the
probable losses in the actions from the setprer(oi). It may
range from 0 – no hope of delivery – to 1 , resulting in the
same amount of resources allocated for outgoing cargo.

The initial node has a simpler relation, declaring that we
can’t take away more cargo than available:

∀pj ∈ P : size(pj) ≥
∑

al∈allows(o0)

size(p
al
j ) (2)

while the terminal node doesn’t introduce any constraint.
Furthermore, for each actionai (elementary transport)

and each batchpj , we must ensure that the commitments
cover the whole partial batchpai

j ( size(pai
j ≤ pj) due to

the possible parallelism):

∀ai ∈ Ac,∀pj ∈ P : pai
l =

∑
c∈comtai

:batch(c)=p
ai
l

cap(c) (3)

then, we must also make sure that no resource is used
beyond its capacity:

∀ri ∈ R : cap(ri) ≥
∑

aj∈Ac

cap(r
aj

i ) (4)

besides these restrictions, we need to set-up theutility
function for which we optimize:

Um = α ·
∑

pi∈P

size(pon
i )− β ·

∑
cj∈C

size(cj)∆Aj (ag(cj)) (5)

, wherepon
i denotes the part of the batchpi delivered to

the terminal objective andag(c) the agent committing toc.
We minimize the expected amount of the cargo lost (sec-

ond sum) and we balance the cost of losses and value of
delivery (first sum) by setting the constantsα and β to
domain-appropriate values.The ultimate goal is to allocate
the resources of the coalition members to cover most of the
delivery, while minimizing the risk of the attack.

Once the solution of the above FLP problem is identified
(see Section 3), leader determines all perspective coalition
members (owners of resources assigned to various tasks)
and queries each perspective member whether it is capa-
ble and willing to participate. Therefore, each perspec-
tive coalition memberAi is sent a structure:cmaAi

=
(A0, coalmem, assign), whereA0 is a coalition leader, set
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coalmem lists all coalition members and setassign lists
the relevant information about tasks the agent’s resources
are assigned to, defined as(eaj

, comtaj
(Ai)), wherej is an

action (task) index andcomtaj
(Ai) are commitments sug-

gested to agentAi on tasktaj .

2.3.2 Local Plan Evaluation

When the coalition membersAi (selected by the leader
in the previous step) receive the coalition proposals from
the leader, they must use their private knowledge to cre-
ate the bid reflecting their preferences and local situa-
tion. At first, the agents must decide whether they trust
the coalition leader and members sufficiently to cooper-
ate with them, typically putting emphasis on their trust in
the leader (ΘAi

(A0)) and agents within the same teams
(∀ek : Ai ∈ ek∀Aj ∈ ekΘAi

(Aj)). If the agent is confi-
dent enough with the coalition and proposed commitments,
it will try to assign its resources to its commitments.

At this level, we handle several issues that are ignored by
the leader’s first-level planning – resource granularity (un-
known to the planning agent due to the privacy issues) and
relations between the resources assigned to different tasks.
In the first round, each agent assigns its resources to the
commitments that are the best fit for available resources,
trying to cover all commitments. Then, it will offer the
excess capacity of the resources assigned to the tasktaj

to all members of the teameaj using the multi-phase auc-
tion mechanism described in [6]. This step is designed to
eliminate the resource allocation inefficiencies that are due
to the possible leader’s lack of knowledge about actual re-
sources or a side effect of selected planning method. More
formally ( see also Fig. 2), to start the the negotiations,
each agentAi working on tasktaj broadcasts a CFP mes-
sage containing its free capacity to all teametaj

. If the other
team members are interested in using this capacity for the
task they were allocated, they submit their bid. AgentAi

selects one or more bids and answers them with a tempo-
rary grant, making them bindingfor the bidders; other are
temporarily refused. When the agentAi participates in sev-
eral teams, it can now reshuffle its resources between the
tasks to use them in an optimal manner. Once the resource
reallocation is terminated, all compatible temporary grants
are confirmed, while the others may be refused (In case we
the agent has replaced the original resource with a lower-
capacity one.). If appropriate, agent can now offer the new
free capacity for trading using the same protocol.

Note that the auctioning and negotiation takes place
only within the single task team, therefore minimizing the
knowledge dispersion and communication load. On the
other hand, agents may therefore miss a better task allo-
cation. Once the negotiation is finished, all team members
send their answers to the coalition leader. The answer is a

Team 2
Team 1

Ag 1 Ag 4 Ag 5Ag 2 Ag 3

CFP 2CFP 1 CFP 2
CFP 2

REFUSE
PROPOSE

PROPOSE

PROPOSE

Process

T-ACCEPT

T-ACCEPT
T-ACCEPT

REJECTACCEPT
ACCEPT

Figure 2. Use of the ECNP to allocate agent’s
resources across two different teams. Agent
A1 first temporarily accepts the offer from A5,
but later on finds a better resource allocation
and prefers to commit larger resource to team
1. Therefore, it rejects the bid from A5.

list of commitments that are actuallybindingfor each agent,
but may differ from those originally assigned to the agent
as: (i) the agent is not always able to cover the whole as-
signed commitment and commits only to a part of the orig-
inal commitment or(ii) it notifies the coalition leader about
the transfer of the whole commitment or its part to other
coalition member (this member lists this commitment in
its turn as covered). When the agents submit their bind-
ing commitments to the coalition leader, they have an al-
ternative to offer the free capacity of the resources they’ve
allocated to the task to the coalition leader - the leader may
include use it to cover other batches from the same task, as
specified by relation 6. While this remains an attractive op-
timization feature, this approach has two major drawbacks –
the leader can easily guess the capacity of agent’s resources
and the free resources can not be used on another task.

2.3.3 Coherence & Verification Phase

In this phase, coalition leader receives the answers from the
coalition members and must re-combine them into a glob-
ally coherent plan. As the initial planning has produced a
coherent plan, the plan is coherent when all proposed com-
mitments were covered by members. If not, the leader must
add all updated commitments/refusals from the agents to the
initial plan and perform the new calculation to make sure
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that the condition 1 is valid for the final plan.
Updated commitments are included as follows (refusals

or previously unassigned commitments are considered as
commitments with 0 capacity):

∀ai ∈ Ac,∀rj ∈ R : cap(rai
j )prop ≥ cap(rai

j )final (6)

It is at this stage of planning process when we also de-
tect the failure to execute the plan altogether – the propos-
als (or actually refusals) from the members may be mutu-
ally incompatible. If the coalition leader manages to find
an acceptable planning outcome, it prepares the final com-
mitments (with the quantities assigned that are less or equal
to the binding ones proposed by members) and re-submits
them to the coalition members.

2.3.4 Plan Execution

As the proposals by the agents were binding, coalition
members shall be all able to start performing the assigned
tasks immediately. Alternatively, when the final commit-
ments are lower than the ones they have proposed, they may
change their resource allocation or trade the assignments
with their peers in the team in the same way as in the Local
Plan Evaluation phase, provided that they manage to honor
their commitments.

3 Algorithm properties

In this section, we will analyze the above-described algo-
rithm and discuss several interesting properties it presents:
computational efficiency, preservation of private informa-
tion and stability of the solution with respect to environ-
mental perturbations.

Reduced Communication. The present algorithm repre-
sent a special approach to distributed planning that in parts
uses the classical AI planning algorithms in combination
with multi-agent, negotiation based approach to plan gen-
eration. Unlike state-of-the-art approaches such asPartial
Global Planning[5] the initial planning phaseof the pre-
sented approach substantially constrains the space of possi-
ble negotiation and thus makes the planning process sub-
stantially more scalable. On the hand it still allows the
agents to influence the plan that is to be imposed on their op-
eration by task delegation enabled by ECNP protocol during
the local plan evaluation phase.

Obviously, the desired situation is that the amounts of
decision making and computation is somewhat balanced be-
tween these two phases of the planning algorithm. Find-
ing this equilibrium affects the efficiency, stability and the
amount of private knowledge disclosure during the plan-
ning process (as explained in Section 1). This is why the

right amount social knowledge stored by the perspective
coalition leader (depends on the amount of knowledge the
agents are happy to share) affects the right fitting the op-
eration of the algorithm. With an increasing amount of
knowledge shared within the community (therefore higher
knowledge disclosure), the initial planning phase is getting
more precise resulting in substantially less communication
traffic (and thus further knowledge disclosure) in the local
plan evaluation phase. It has been studied recently how the
amount and structure of a priori shared social knowledge
affects the coalition formation process [11].

Operation-research integration with negotiation and
cognitive methods is natural and seamless: output of most
trust models in existence today can be transformed into the
fuzzy number-form and this representation fits well into the
context of modern FLP methods as shown below. On the
other hand, the individual team members don’t need any
notion of FLP techniques - they only reason about the coali-
tion, their teams and negotiate within their teams to achieve
optimal resource allocation.

Contraction of the solution space is another key feature –
each step of the planning, centralized or distributed, reduces
the solution space. Initial planning performs the greatest
reduction, as the actions/tasks are selected, resources pre-
allocated and agent teams created. Local planning phase
then further clarifies resource allocation and team compo-
sition and the results of this phase are incorporated as ad-
ditional restrictions for the FLP planning problem solved
in the coherence and validation phase – we effectively en-
sure that any overall solution will respect the commitments
received from coalition members and can be executed. Op-
tional re-allocation step doesn’t break our assumptions, it
only permits team members to trade resources in a situa-
tion where the batch sizes may have been reduced. If the
plan can not be implemented due to the member refusal or
resource incompatibility, the situation is detected in the co-
herence planning step. LP method used identifies the in-
terfering restriction and can direct the coalition leader to-
wards plan reconfiguration. Therefore, in the global algo-
rithm as suggested, we don’t allow any backtracking (ex-
cept the team-scale negotiation).

On the other hand, the algorithm as presented doesn’t
guarantee that the result it returns will be the optimal plan.
We don’t consider this as a serious drawback, because none
of the comparably efficient algorithms currently in use can
guarantee such result.

Stability of Flexible & Fuzzy Linear Programming
One of the important properties of the trustfulnessΘA0(Ai)
(and distrustfulness∆A0(Ai)) values is their uncertainty,
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emphasized by the fact that they are modelled as fuzzy num-
bers. There are two approaches how to use these values in
the LP algorithms: either to solve aflexible linear program-
mingproblem, or todefuzzyfythe values and solve a classi-
cal LP problem.

Flexible linear programmingtechniques [3] that work
with fuzzy coefficients provide us with a unique feature -
a stability of the solution with respect to small changes of
coefficient (e.g. trustfulness) values defined as symmetrical
triangular fuzzy numbers. Problem formulation remains the
same, but we must solve a non-linear optimization problem
in order to obtain the solution – a major disadvantage of the
approach. On the the other hand, once we have an appro-
priate solver, we may effectively adjust the stability of the
solution by varying the width of the trustfulness values – by
restricting their width, we approach the unstable classical
linear programming problem, while the widening of trust-
fulness representation ensures the stability with respect to
bigger perturbations. This ability is a very desirable fea-
ture when the agents encounter an intelligent adversary in
an unknown environment – agents can adjust their planning
to be robust when they still gather the information about the
environment and reduce the predictability of their behav-
ior in later phases. The shape representing the trustfulness
ΘA0(Ai) supports this adaptation, as it ”narrows” with the
increasing number of data.

In the alternative approach,ΘA0(Ai) and∆A0(Ai) must
be defuzzyfied before they are inserted into the planning
constraints of the normal LP problem. Defuzzyfication to
use depends on the definition of≤ relation between fuzzy
numbers – as we follow the FLP→ LP transformation
method method detailed in [3] we use the center of grav-
ity to compare two fuzzy numbers. This relation between
fuzzy numbers returns acrisp output. During the transfor-
mation, we replace the fuzzy numbers in the constraints and
utility function by the center of the core of the trustfulness
values and solve the resulting problem.

We may also defuzzyfy theΘA0(Ai) and∆A0(Ai) using
the center of the core method - this approach is more sen-
sitive to the noise, especially with limited number of data,
but as the agent gathers more experience, it converges to the
center of gravity method due to the shape of the trustfulness
functionΘA0(Ai) as defined in [17].

4 Prototype Deployment

Presented protocol is currently being integrated with
ACROSS scenario (see Fig. 3) to solve humanitarian aid
logistics problem on a simplified simulated version of Java
island in Indonesia. We have taken existing system based
on generic multi-agent approach to coalition planning and
introduced a new agent with planning capability. This agent
simulates a humanitarian organization that organizes a de-

Figure 3. Start of the operation as shown in
3D simulation – real batch positions and op-
erations are shown for the selected plan.

livery of goods from the initial location (Jakarta) to several
cities throughout the island.

This agent (denoted HumRed) assumes the role of a
coalition leader (A0). Other agents, who actually provide
their vehicles (resources) for the transportation are coali-
tion members and don’t use any FLP solvers, they merely
assign their resources to tasks suggested by coalition leader.
Therefore, coalition leader implementsinitial planning and
coherence and validation phase(Fig 4).

While the overall algorithm is already integrated with
ACROSS environment, we are currently proceeding with
implementation of its more advanced features (most notably
ECNP negotiations within teams and more advanced FLP
solvers) to improve the quality of the resulting plan. Ad-
vancing the implementation state of these features would
also allow us to formally verify the protocol and judge the
relative impact of its various features and phases on plan
quality.

5 Conclusions and Future Work

In our contribution, we have presented a combined plan-
ning algorithm that can be used to efficiently create a shared
plan in an adversarial environment, featuring only a lim-
ited and controlled information disclosure by self-interested
agents. Adversarial behavior of agents and environmen-
tal reasons of failure (actions with low action trustfulness)
can be detected and provide an input for the embedded trust
model, that in its turn provides an input for further planning.

One of the important open issues of this research is the
concept ofplan diagnosis. Plan diagnosis [20] is important
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Figure 4. Internal planning process of the
coalition leader – initial plan and coherent
plan based on input from coalition members.

to achieve long-term efficiency by elimination of untrustful
cooperators and bad actions (paths). We can not assume
that the state of the problem is observable – implicitly, we
assume that only the initial and terminal objective status are
known by the coalition leader and that the state of some of
the intermediary objectivesmay be known. Integration of
the latest results from the monitoring selectivity problem [9]
into a trust model update is a challenging problem for future
research.

Another key challenge for the future research in this area
is to investigate the plan execution phase and allowintel-
ligent replanning. Re-planning can occur as a result of
a coalition leader detects a failure in completion of one
or more commitments or upon a request from the coali-
tion members. If these commitments fully or partially pre-
condition other tasks (and their commitments), it may be
advantageous to re-plan the plan in order to eliminate inef-
ficient future commitments. Such operation is analogous to
coherence phase (see Section 2.3.3), but for each commit-
ment with known outcome, we can fix the commitment size
to the real delivered value, or limit it by using the informa-
tion about partial deliveries/losses. In the same manner, the
agent can react when some task was more successful than
expected and more resources are necessary for subsequent
transport. Integration of the classical work on joint com-
mitments [4] and shared plans [7] as well as various penalty
mechanisms allowing agents to deliberate on dropping the
commitments is an important component of the future re-
search in this area.
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Abstract

Multi-agent systems penetrate into interesting domains
of computing with limited resources, programme code
reusability and automated code generation. This paper
presents general framework of Reflective-Cognitive agent
architecture which enables the agent to alter its own code
in runtime according to the changes in the environment. We
also present results of architecture implementation showing
the plausibility of created prototype.

1. Introduction

Multi-agent system consists of a number of agents run-
ning on a variety of host computers or other devices. Sys-
tem structure may dynamically change, agents may migrate
among the hosts with diverse computational resources and
even the parameters of the environment the agents operate
in are usually not constant during the system’s whole life-
cycle. Agents thus have to adapt to these changes to keep
the system functional.

There are two ways how to deal with this problem: (i)
either the developer may take into account possible changes
of the environment during the design time or (ii) reflective
architecture that allows agent to adapt automatically can be
used. This paper presents the second case - general frame-
work of Reflective-Cognitive agent architecture which en-
ables the agent to alter its own code in runtime. This archi-
tecture allows creation of lightweight agents that are able to
adapt event to the situations that were not known during the
design time.

Classically, in the software engineering we distinguish
two types of reflection:structural [1, 2] andbehavioral
[5] reflection. In our work we adopt the interpretation pub-
lished in recent contribution [7]: using theStructural Re-
flection the system structure can be dynamically modified,
while Computational (Behavioral) Reflectionmodifies the

system semantics (behavior). Examples of the respective
cases provided by the authors are data structure modifica-
tion and algorithm modification.

Applying the above definitions to the multi-agent reflec-
tion, we use structural reflection to change agent’s private
data – its state, acquaintance models, etc. The behavioral
reflection is used to change the agent’s reasoning algorithms
– a part of the agent that interprets its data. The structural
reflection can change agent’s behavior in only limited way
as all possible patterns of behavior have to be already im-
plemented in agent code. The behavioral reflection imple-
ments an introspective force that is able to change the be-
havior of the agent in the most general way – on the code
level, where we can compose or generate new algorithms
incorporate them as agent’s future behavior.

The paper is organized as follows. In Section 2 we
present definitions of reflection in multi-agent systems, mo-
tivation for using reflection and possible component ap-
proach to the reflection. In Section 3 we present proposed
Reflective-Cognitive agent architecture. Section 4 is de-
voted to the specific task of the reflective process – the cre-
ation of new algorithm. In the Section 5 we present an illus-
trative experiment with RC agent prototype within complex
scenario.

2 Reflection in Multi-Agent Systems

A multi-agent reflection can be viewed on a macro- and
micro- levels. This is why we distinguish between three
different types of reflectionin multi-agent systems. (i)In-
dividual Reflection - revision of agents’ isolated behavior,
that does not necessarily need to result from agents’ mutual
interaction. Individual reflection is an operation that works
with agent’s awareness of its own knowledge, resources,
and computational capacity. (ii)Mutual Reflection - re-
vision of agent’s interaction with another agent. This
kind of revision is based on agent’s knowledge about the
other agent, trust and reputation, knowledge about the other



agent’s available resources, possibly opponent’s (or collab-
orator) longer term motivations and intentions (all these
kinds of knowledge are refereed to associal knowledgeand
are stored in agent’s acquaintance models). (iii)Collective
Reflection - revision of agents’ collective interaction. This
is the most complex kind of reflection. Here we assume re-
vision of the collective behavior of the group of agents as a
result from their complex interaction. Collective reflection
can be achieved either by: (a) asingle reflective agent(e.g.
a meta-agent) that is busy with monitoring the community
behavior and updating agents’ behavior or (b)emergently
by the collective of agents, each carrying out its specific
cognitive/reflective reasoning. In the collective reflection
the agents update not only their social knowledge bases and
reasoning processes but also they make the attempts to re-
vise other agents’ acquaintance models and possibly rea-
soning (unlike in the case of mutual reflection).

2.1 Motivation of Reflection Deployment

We will concentrate on the notion of autonomous adap-
tation using the reflection process described above, as this
notion is critical for future open ubiquitous (pervasive, am-
bient) ad-hoc systems. Once we deploy the diverse elements
of these systems, they must be able to integrate themselves
into the functional organism and to maintain themselves
operational even in a long-term perspective. Autonomous
adaptation to the changing environment is critical, as it will
significantly increase the usability of ubiquitous systems by
(i) extending the system lifespan by increasing collabora-
tion efficiency, (ii) extending the average lifespan as system
will remain operational even after significant environmental
or device changes, (iii) limiting or minimizing the human
maintenance operations, (iv) enabling an easy extension of
system functionality using the collective reflection process
or (v) facilitating the transfer of the knowledge from the
existing system into the new one during the replacement
phase.

While we have specifically addressed the embedded,
highly distributed multi-agent systems in the overview
above, most points apply to all types of multi-agent sys-
tems.

Our motivation is to create an architecture which is able
to adapt to the limited computational resources and changes
in the environment by means of runtime code alternation, to
share and incorporate previously unknown code and to keep
this architecture as lightweight as possible including simple
code development and deployment.

2.2 Component Approach

One of the goals of the architecture is to introduce a
new approach how to implement agent’s algorithms. We
have decided to shatter agent’s algorithms into smaller parts

we refer to ascomponents. The code splitting of the al-
gorithm is done with respect to component’s functionality
(and reuse) or with respect to the data flow in the whole
algorithm. Each component is a self-contained java class.
Properly chained components form an algorithm which we
call aplan. To build the plan, Reflective Layer (see below)
uses the components asblack boxesdescribed by their in-
puts, outputs and meta-data. Plans can be triggered by an
external or internal event and they implement agent’s reac-
tion to the event.

Advantagesof component approach are as follows.
(i) Programme Code Sharing- the code which is shared
across several algorithms can be concentrated in a single
component. (ii)Programme Code Assembly- using com-
ponents to assembly algorithm gives us a great portion of
freedom when trying to adjust the algorithm to the cur-
rent state of the environment. Building blocks in the form
of components are easy to understand and to manipulate.
(iii) Programme Code Exchange- smaller portions of the
code in the form of components are easier to exchange
among agents than complex algorithms. Exchange of com-
ponents among the agents allows a great deal of flexibil-
ity and at the same time the communication links are less
loaded. Each agent can decide which components to inte-
grate and combine them with its local code-base. (iv)Pro-
gramme Code Alternation - the introduction of a single
new component can result in alternation of multiple algo-
rithms so that they can reflect new situations in the envi-
ronment. Altering the code on the level of components
is far more efficient than on the level of the whole algo-
rithms. This concept is close to Aspect Oriented Program-
ming (AOP) [4]. (v)Algorithm Efficiency Improvement
- using component metrics provided by the Cognitive Mod-
ule (see below), we can detect bottleneck of the algorithm
and initiate a negotiation to find more efficient substitution.
Considering component to be a black box and swapping it
with component of the same functionality, enables easy ma-
nipulation with the algorithm code.

There is onedrawback of the component-based ap-
proach. Component Running Costs– the principal dis-
advantage of the component approach is the cost of pro-
cessing related to the data exchange among components. In
order to minimize these costs, we concentrate on efficiency
improvement of this code.

3. Reflective-Cognitive Agent Architecture

In a layered structure of the Reflective-Cognitive (RC)
agent, the classical agent architecture forms the lower half
of the structure – theReasoning Layer. On the top of this
layer, we add theReflective-Cognitive (RC) Layer. The
whole structure is shown in Figure 1.

Reasoning Layer handles regular agent operation –
it performs agent-specific actions (interaction with agent-
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Figure 1. Reflective-Cognitive abstract archi-
tecture

specific technical resources, environment sensing), social
interactions and finally planning and resource management.

To implement the reflective behavior, theRC Layer uses
two main modules –Cognitive Module, that maintains the
model of the agent in its environment and identifies the pos-
sible adjustments, and aReflective Modulethat performs
proposed modifications on the level of plans and compo-
nents and delegates them to the Reasoning Layer.

3.1. Reasoning Layer

Reasoning Layer doesn’t provide any reflective function-
ality. It stores and executes all agent’s algorithms.

Algorithm instances (called sequences) are executed in
a reaction to one of the following event types: (i)envi-
ronment eventwhich is invoked by the change of the sur-
rounding environment, (ii)internal event which is invoked
by the change of agent’s internal state and (iii)inter-agent
communication which is invoked by reception of a mes-
sage from another agent.

The agent can also receive messages that it is not able
to handle in an actual configuration. There can be two rea-
sons for that: (i) RC Layer knows the appropriate process-
ing algorithm, but decided not to load it into the Reasoning
Layer, or (ii) appropriate algorithm is not present even in the
RC Layer. In both cases, agent reacts to such messages by
sending theNOT-UNDERSTOODreply. Reflective process
can later decide to incorporate the appropriate component or
new algorithm (in the case (i)) or to query the other agents
for appropriate components (case (ii)).

3.1.1 Knowledge Module

Components and plans need to share data which reflect
agent’s or environment’s state. This is achieved using a
structure called Knowledge Module.Knowledge Module

is in our case implemented usingblackboard architecture.
Shared knowledge, stored and identified underkeys, is ac-
cessible to all components in all algorithms. Knowledge
alternation generates event which could be used for plan
triggering.

3.1.2 Reasoning Module

TheReasoning Moduleis responsible for agent’s function-
ality. Within the Reasoning Module all algorithms are main-
tained. It stores all usedplans, all componentsused within
these plans and allsequences(instances of running plans) –
see Figure 2.
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Figure 2. Reasoning Module – block scheme
After the event occurrence Sequence Factory selects ap-

propriate plan fromPlans storage and launches newSe-
quenceobject that manages execution of the plan.

From the technical point of viewcomponentis a piece
of code, accompanied bymeta-description, which could
be externally executed and which typically produces well-
defined outputs. Once triggered, the computational part of
the component is executed. Usually code execution causes
knowledge update or starts or continues in some message
conversation.

While processing the plan, the sequence step by step in-
vokes components, waits for their completion and provides
them with a reference to their shared, plan-instance local
data structure and the global blackboard. Therefore, lo-
cal data structure modifications don’t affect other plan in-
stances. According to the output returned by the component
after its completion, the next component from the plan is se-
lected or the plan execution is finished. Each sequence runs
in own thread.

3.2. Reflective-Cognitive Layer
The RC Layer is responsible for the reflective features of

the architecture. It consists of two parts –Cognitive Module



andReflective Module. The function of RC Layer is opti-
mization of agent’s behavior and its priority is low. Thus
it is executed only in agent’s idle time with relatively low
probability.

3.2.1 Cognitive Module

The architecture ofCognitive Module is based on meta-
agent abstract architecture [9]. It has two principal func-
tions. It maintainsmodeland it runsmeta-reasoning pro-
cessworking on the model data.

Themodelcontains the knowledge about the agent’s en-
vironment, social neighborhood and the agent itself. The
knowledge included in the model is less specific than the
knowledge on the object level and it tends to represent his-
torical experience rather than the current state only.

The goal of the cognition is to identify significant
changes of the environment and to evaluate how ef-
fective/successfull are the actual algorithms usingmeta-
reasoning. From the individual reflection’s point of view
various metrics can be used e.g. metrics based on the system
load (the processor load or the memory consumed), agent’s
overall success (the ratio of won auctions), etc.
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Figure 3. Cognitive Module – block scheme

Block Scheme of the Cognitive Module- The input
data for the model in the cognition are gained by observa-
tion of the Reasoning Layer. To obtain fresh data from the
Reasoning Layer, the cognition registers knowledge listener
called Inputs within the blackboard. They update (asyn-
chronously with the whole RC Layer)History component
by data elements we callFlags. The information contained
in the flag data part can be a very coarse digest of data from
the knowledge. EachInputcould be registered as a multiple
event and knowledge listener and it could be very complex
when transforming the knowledge.Flags are recorded in
exact order as they have arrived thus causality of events is
preserved. Once the RC process is triggered,Models are
updated. With respect to data grouping we can distinguish
two types of models -DetailedandAggregated. In thede-
tailed model we explicitly care about the order of events as

they appeared. This gives us possibility to analyze causal-
ity of events in the system. Inaggregatedmodel we care
about how many times certain event appeared between two
dividing flags, thus providing us with pre-sorted data for
statistical analysis.Plan Execution Modelis special model
which gathers data about plans’ execution. This is used for
plan retirement analysis. AllModelsare refreshed after the
RC process was triggered. The models in the cognition con-
tain information which is used by meta-reasoning to judge
how good the overall behavior of the agent is. To do so,
data from models is mapped to a set of real value attributes
- Factors - which reflect various aspects of the environment
including agent’s behavior (e.g. successful delivery ratio
or the current system load). For each component, a weight
vector for cognition Factors as a part of meta-description is
given. The weight value tells how strongly the component
is affected by the factor. When an overall suitability of the
plan is computed inEvaluation - Proposition Block, the
weight vector for each algorithm component is multiplied
by current value of factor. When certain algorithm gives
low score of overall suitability, it is marked for reflection as
a candidate for redesigning.

3.2.2 Reflective Module

Reflective Modulehas multiple functions. Its block struc-
ture is shown in Figure 4.

Reflective Action Identificationblock is responsible for
handling of the behavior improvement specification re-
ceived from the Cognitive Module (such as sudden sys-
tem load drop notification) and execution of the appropriate
block that can handle this specification. In general these
blocks can be divided into three categories: (i) incorpo-
ration of default plans, (ii) replanning of actual plans and
(iii) component generation. When the reflective process is
invoked for the first time,default plansare loaded. They en-
able agent to operate from the beginning of its life-cycle (as
all agent’s algorithms are in the form of plans). Efficiency
of default algorithms can be later improved by the reflective
process.

If some plan is recognized by the Cognitive Module as
not suitable for some reason, the request forprogramme
reconfigurationis sent to the Reflective Module. Plan re-
configuration can be achieved either by replacement of one
of the components within the plan or by modification of
the whole plan. Besides planning sequences of appropri-
ate components the Reflective Module can also be used for
creation of new components –code generation, based on
the observed events in the environment (see separate Chap-
ter 4). Altered and new plans are passed to the Sequence
Factory in the Reasoning Layer.

Plan Composition Approaches- When a Reflective
Layer composes a new algorithm as a specificevent occur-
rencehandling (event-driven behavior), the forward plan-



ning algorithm will be used. If agent wants to reach anew
goal (goal-driven behavior), backward planning algorithm
is used. The planner searches the space of possible plans
and selects the best one using the given utility function.
Components within the plan are chained according to the
rules stated in their meta-description.

Reflection Module

   Reflective
      Action
Identification

Desired Behavior

Load Default Plan

Replanning

Component Generation

Observation
     History

  Inductive
Logic Prog.

Translation
    to Java

Components
   and Plans
  Integration

R
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Figure 4. Reflective Module – block scheme

Algorithm Deactivation - in case of low rate or utility of
a component or a plan, the cognition can suggest the reflec-
tion to remove it from all plans or to remove the whole plan.
Component can be removed from the Reasoning Layer once
the last running instance is completed. Note that the com-
ponent code remains in the Reflective Layer and can be later
incorporated in the Reasoning Layer again.

4. New Component Creation

The replanning can change the behavior of an RC agent
by combining different components and thus adapt it to the
dynamic environment. This approach covers a lot of differ-
ent situations and can lead to the plans that have not been
considered by system designer. Nevertheless, in some sit-
uations the agent does not know any component that could
help it to solve some problem. In these situations, the agent
can create new component. This process is invoked during
the reflective process and can be very time consuming.

In our domain, we have implemented a component cre-
ation based on machine learning method ILP. Learned
model is then translated into Java language and encapsu-
lated into a component. In this prototype, we know what
are the necessary inputs for this component, what type of
knowledge this component produces and how to place this
component into the created plan. All of these parameters
are hardcoded into component creation module. In the fu-
ture, we plan that component creation module should find
out these properties autonomously. This will also allow the
agent to create different types of components using the same
module.

4.1. ILP

The subclass of machine learning methods known asin-
ductive logic programminghas been described e.g. in [6].
Briefly, ILP is a machine learning technique that can create
a theory by generalizing given specific positive and negative
examples. Created theory is common Prolog program, i.e.
list of Horn rules.

Our principal finding is that it is feasible to implement
the learning algorithm given the interpreted-Prolog (tuPro-
log interpreter [3] in our case) circumstance, resulting in the
induction run-times peaking at tens of seconds on state-of-
the-art hardware. An important question is however risen
as to the scalability of this approach for future extensions of
the problem setting (domain background knowledge, train-
ing data volumes, etc).

4.2. Prolog-to-Java Translation

As described above, risk evaluating rules created by ILP
follow the syntax of Prolog programming language. In or-
der to use these rules during the agent run without the neces-
sity to run Prolog interpreter, we need to translate them into
the Java language. Naturally, the Prolog rules are translated
into JavaIF-THEN statements. Once we have translated the
rules into Java language it is necessary to encapsulate cre-
ated code into a component. Newly created component is
then incorporated into the agent’s Plan knowledge base.

5. Experiments and Results

In this section we will demonstrate the plausibility of
proposed architecture of reflective-cognitive agent. Pre-
sented experiments are just a small subpart the whole RC
project and are intentionally selected to be simple and illus-
trative.

5.1. Case Description

The whole RC architecture including component cre-
ation has been implemented withinACROSS scenario [8].
In this scenario we solve a logistics problem in a compet-
itive environment with self-interested agents. Java island
is populated by location agents (cities with population) and
transporter agents. Goods are created and consumed by lo-
cations and the surpluses are subject of trade among loca-
tions and delivered by transporters. Furthermore there are
also several bandit agents that holdup loaded transporters.
These bandits have their private restrictions where they will
or will not rob the transporters they meet. Unlike common
agent, thanks to its RC architecture, the transporter agent
can create new component, that will predict the risk of ban-
dit action (based on stored journeys history and bandit ac-
tions). Incorporating this component into its plans agent can
reduce the risk of being robbed.



5.2. Experiment Setup
For our experiment we have run 18 cities spread out on

the island and 6 bandits holding up the cargo transported by
10 transporter agents. Both the bandits and the transporters
have been implemented using RC architecture. In addition,
the transporters have been allowed to use ILP in order to
create new component predicting the risk of hold-ups. Ban-
dit have used a deterministic rule that specifies where the
shall hold up the cargo.

The simulation has started without bandits. It has run 10
simulation days in order to reach some stable state. After
that we have started the bandits and let the system stabilize
in next 40 simulation days. At simulation day 50 we have
allowed agents to use ILP.
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Figure 5. Course of the experiment when in-
troducing adversarial actions in the system
(day 10) and turning ILP on (day 50).

Figure 5 shows the trade-off between the number of
adversarial actions and length of planned routes. Agent
uses component creation mechanism to discover dangerous
routes where adversarial agents are holding-up the trans-
port. Observations sent to the ILP system are based on
agent’s own experience with behavior of the bandit agents.
As soon as ILP creates a component for avoiding risky roads
and the reflective process incorporates it into agent’s plan,
the number of adversarial actions significantly decreases.
Expected consequence is that the average length of planned
routes increases by several percents. These data are mea-
sured relatively to thenormal state- no ILP running.

6. Conclusion

In this paper we have described the concept of agent re-
flection and cognition in distributed computational environ-
ment. The agents with RC architecture well adapt to the
changes in surrounding environment and they better oper-
ate even in highly competitive or adversarial environments.

Thecognition, agents’ ability to understand the environ-
ment and its own reasoning process, is designed in a mod-
ular way so it can be easily extended to cover new proper-
ties of the system. Some parts of the cognition are domain

independent (models, inputs for system load measurement,
etc.) and some are domain dependent. The modular archi-
tecture of agent’sreasoninglayer can be easily updated or
extended with new functionalities. The components (algo-
rithm pieces) are easy to develop and deploy, although one
must be careful with thread-related issues.

A series of experiments in a simulated logistic scenario
have been undertaken (one of them has been presented in
this contribution). These experiments lead us towards an as-
sumptions that our RC architecture is well designed, light-
weight and able to run on embedded devices. Integration
on such devices would need to be carried out in order to
provide proof-of-concept validation.
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Abstract

Agents can form coalitions to leverage cooperation po-
tential. In the absence of global, complete information and
control to facilitate the coalition formation process, it is dif-
ficult for self-interested agents to decide on which coalition
to form: a coalition that is beneficial for one agent may
not be for another. To better understand the core issues of
coalition formation, we develop a framework where we as-
sume that (a) the competence profile of individual agents is
known, (b) the composition function determining the com-
petency of a coalition from the competencies of its mem-
bers is known and (c) the environmental reward structure
is common knowledge. Under these conditions, we study
two coalition formation mechanisms: one that is completely
decentralized, and one where few agents take the lead to
build the team. We compare the mechanisms in two different
settings: in one there is no competition between the coali-
tions, and in the other, the agents compete for environmen-
tal niches. Early results show that both mechanisms man-
ages to distribute the agents between the different niches,
the decentralized one performs marginally better and coali-
tion sizes differ.

1 Introduction

In an open society of self-interested agents, using the op-
portunity to collaborate and form a coalition may greatly
impact the performance of some agents. For a rational
agent, forming and organizing a coalition takes resources:
for example, in [1] there is a need to recognize the potential
agents that can join a coalition, evaluate the different coali-
tions, and negotiate with the appropriate agents to work to-
gether. In the literature on coalition formation [2, 3], the
ability of an agent to perform a task is typically assumed to
be known, and it is possible to evaluate the performance of
a coalition. In real life, for a team to efficiently to accom-
plish a given task, the required expertise must be present
in the group. Moreover, the outstanding competence of

some agents in certain domains can bolster the group per-
formance. Because of the expert agents’ influence on the
coalition, or because other members can then focus on other
task requirements, the function that determines the ability of
a coalition is not linear in the competences of the member of
a coalition. In this paper, we propose an abstract model of
coalition formation where the ability of a coalition is shaped
by the different experts present in the coalition.

In our model, each agent is described with a compe-
tency vector that specifies its level of performance over all
the domains of expertise present in the environment. This
vector represents intrinsic skills of the agent. We consider
that the competency of the coalition is boosted by a factor
which depends upon the best agent in each domain within
the coalition. The research question is then how can agents
efficiently self-organize by forming balanced teams where
their strengths and weaknesses complement each other.

In this paper we experiment with two simple mecha-
nisms used by agents to self-organize into coalitions. The
first mechanism is an incremental trial and error scheme
where agents are introduced one by one into the system,
and they can join existing coalitions or form new ones. In
addition, if agents in a coalition recognize they are betteroff
by leaving their current coalition and creating a new group,
they are allowed to do so. In the second mechanism, few
agents take the lead to form coalitions until all the agents are
accommodated. We consider two different environments
for testing the coalition formation algorithms. The first en-
vironment is designed to make the agents seek complemen-
tary agents in order to improve performance. The environ-
ment contains a target competence vector that determines
the success of individual agents or coalitions. The better
aligned a coalition is to the target competency, the better the
performance. Since the agents cannot change the intrinsic
competences, the agents have an incentive to form coali-
tions to leverage complementary expertise to improve per-
formance. The second environment is more realistic, since
it involves multiple target vectors, each providing a bounded
amount of utility. These vectors are niches of opportunity
in the marketplace, requiring a specific balance of compe-
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tencies to be successful, and having a maximum capacity.
We present initial results for this last environment.

2 Societal model

Consider a society of self-interested agents, living in an
environmentE that can be described as ak-dimensional
spaceE = ΠiDi, where each spaceDi is a domain of com-
petence. Each agenti is described by a vector of competen-
cies~ci that represents the ability of the agent in the domain
Di. An agent cannot modify its competencies: these are
intrinsic and represent its natural abilities.

If agents form a coalition, the competency of the coali-
tion is not a linear function of the competencies of the in-
dividual agents. One expert agent for domainDi can guide
other agents to perform task inDi. Or, if one expert of
Di performs all subtasks related toDi, the other agents can
spend their resource on other domains. Hence, we believe
that experts can radically influence the ability of a group.
We model this assumption byboostingthe average compe-
tence of the coalition by a factor that is function of the com-
petency of the best agent in this domain. The competency
of a coalitionC for a domainj is defined as:

f(max
i∈C

~ci(j)) ·
1

|C|

∑

i∈C

~ci(j),

where f is an increasing function withf > 1. This scheme
also allows us to treat a coalition of agents as a single agent
k represented by competencyck(j).

2.1 Aligning competence to a single target
vector

We first consider an environment with one favorable pro-
file of competence~VE . This profile provides the accurate
balance of competence between the domains for a coali-
tion to perform well in the environment. Also, it can be
viewed as a niche is the environment: agents aligned to this
vector will prosper in this particular niche. This target vec-
tor is common knowledge among agents. The utility of an
agent or a coalition depends on the alignment of its ability
with ~VE . Since the ability of an agent is fixed, to maximize
their utility, the agents must seek complementary agents and
form a coalition which is better aligned with the target.

The reward of an agent or a coalitionC is function of the
projection of its competence vector on~VE and of the angle
of these two vectors. Two coalitions may perform equally
well for different reasons. One may have powerful abilities
(the length of the competence ofC is large), but is not well-
aligned. The other is not as able, but is better aligned (in the
sense the angle is small). The rewardR(C) ~VE

of a coalition
of agentsC with a competency vector~c is given by

R(C) ~VE
= (VE |~c) ∗ cosp(θ), (1)

whereθ is the angle between~c andVE and we usedp = 2. If
two vectors have the same projection onVE , the vector with
the closest angle will received a higher reward. Note that
this reward depends only on the competence of the group,
and is independent of other agents in the environment.

2.2 Competing for different niches

In the second model, we consider a pool of agents and a
pool of niches of opportunity represented by a set of envi-
ronmental vectors. We assume that each niche has a fixed
capacity (total utility to give away) that is shared by all
coalitions. Each coalitionC receives a utility from each
nicheVN proportionally toR(C) ~VN

and the utility of to one
coalition depends on other coalitions. We expect the agents
to form coalitions that will either be effective on a specific
niche, e.g. being aligned to this particular niche thereby cor-
nering most of its capacity, or try to be somewhat competent
for multiple niches, getting a reasonable share of each tar-
geted niche.

3 Coalition Formation Algorithms

In this section, we present two simple dynamic coalition
formation schemes. The first is incremental and decentral-
ized: agents enter the environment one at a time, and join
an existing coalition or form a new one, and are allowed to
collectively leave a coalition to form a new one. We assume
that agents do not have memory of the competency of other
agents (an agent does not remember the competency vec-
tor of an agent which was once member of the same coali-
tion). The other scheme uses a set of leaders that recruit
the agents where more leaders can be used if necessary. In
the later case, agents are not allowed to leave a coalition.
Agent i knows perfectly its own competencies, but it does
not know the competence of all other agents in the society.
To increase the efficiency of a coalition, agents are allowed
to reveal their competency vectors to other members of the
coalition. This can create an opportunity for agents to be
deceptive, but in this work, we assume that agent are truth-
ful.

3.1 Incremental Framework

We now present more details for the first coalition for-
mation scheme. The sketch of the algorithm is presented in
Algorithm1. A new agent in the environment can decide to
join an existing coalition or can decide to form a new coali-
tion on its own. During the process, agents within a coali-
tion are free to examine the possibility to separate from the
coalition and form a new group of their own. In this case,
the remaining agents, have the choice of staying in the re-
duce coalition or collectively join an existing coalition.We
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allow the agents to rearrange themselves until they do not
find any better partition or when a maximum number of it-
erations has been reached. There is no guarantee that the
partition of agents into coalition would be optimal.

Algorithm 1 Incremental coalition formation scheme.

while
{

no change for the lastmax-it iterations
num-trials< max-trials

do

if all agents are not in the systemthen
add an agent to the system by negotiating with ex-
isting coalitions.

pick randomly a coalitionC (single or multiple agents)
for up tonum-max-subsets trials do

evaluate a random subset ofC, update best candidate
dissidents

if beneficial for subsetdissidents then
dissidents form a new coalition
C\dissidents try to merge with existing coali-
tions

num-trials++

3.1.1 Adding an agent in the system

When a new agent enters the system, it provides its com-
petency vector to each coalition in the system. In response,
each coalition provides the reward that the new agent will
obtain if it joins that coalition. The new agent greedily
chooses to join the group which offers the best reward if
it exceeds its individual reward, else it forms a coalition on
its own.

The coalition computes the payoff when the requesting
agent is on its own, and when it was part of the coalition.
The coalition makes an offer when the payoff of the new
coalition is greater than the sum of the payoff of the agent
on its own and the payoff of the current coalition. Many
schemes can be used to share the remaining utilities, but it
is not acceptable to lower the payoffs of the current mem-
bers to accept a new one. We use a scheme that gives a
percentage of the difference of the gain of the coalition to
the newcomer, and share the remaining part of the gain pro-
portionally to the current members. In this way, agents in a
coalition are guaranteed to improve their own rewards when
they accept a new agent. However, this mechanism is not
fair: agents that joined early benefit from agents joining
later on in the process. We plan to study whether or not
it is possible to have a fair division of the utility within the
group, with the constraints that agents already present in the
coalition do not incur a loss of utility.

3.1.2 Splitting a coalition

In a coalition, agents know the competence and the reward
of other agents. A subset of agents may realize they would

be better off by forming a new coalition. As there are2|C|

possible dissident groups, we sample only few of these, un-
less|C| is small, and we allow the best dissident group to
leave when it is beneficial. Letr(i) denote the reward ob-
tained by agenti in the current coalition, andR denote the
reward obtained by a dissident subset of agentsD. A subset
of the coalition is better off forming a new coalition when
R >

∑

i∈D r(i). In order to guarantee that each agent in-
crease its reward by leaving the current coalition, the pro-
portion of reward obtained by the agents before they left the
current coalition is maintained: each dissident agenti gets

r(i)
P

j∈D
r(j) · R in the new coalition if formed.

The remaining agents in the coalition̄C are very likely
to suffer a drop of reward. They first try to merge with an
existing coalitionCo. It is beneficial forCo, allow C̄ to merge
with it if R(Co) + R(C̄) < R(C̄ ∪ Co). If no other coalition
is willing to merge with them, agents in̄C are left in that
coalition. It is likely that the coalition will then split again in
future iterations. Also, as new agents come into the system,
the coalition will be able to recover from the loss of other
agents.

3.2 Team Leader Approach

In order to facilitate the formation of the teams in the
second protocol, we use some agents as leaders who pick
agents to be part of their team. For this scheme, we first se-
lect randomly the set of leader agents. This choice provides
a lower bound on the number of coalitions in the environ-
ment. In turn, each leader selects one agent from the pool
of remaining agents. The leaders perform a greedy search
to build their team: they pick the agent that maximizes the
payoff of the team. The leader is responsible to ensure that
the addition is beneficial for the current coalition and the
newcomer agent (as in the incremental approach). The new-
comer cannot refuse its assignment. The leader, however,
can decide not to select any additional agents, and in that
case, the process of forming its team is complete. If all the
initial leaders complete their teams and some agents have
no been picked, a new leader is randomly picked and the
process goes on until all agents are members of some team.
In this scheme, we are not interested in the process of shar-
ing the utility within the group, we assume that the agents
use a fair division of the utility. Also, agents cannot leave
its assigned coalition.

4 Experimental Results

The goal of the simulations is to observe the emergence
of efficient coalitions. We first present experiments with a
single niche, with unbounded capacity, then move to initial
experiments involving multiple bounded capacity niches.
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4.1 Single Niche, unbounded capacity

The first environment we study consists of 6 domains and
contains 40 agents. The competency vectors and the target
vector are generated randomly: each entry is drawn from a
uniform distribution in[0, 1]. First, we study the properties
of the reward function used (see equation 1). We study the
average payoff per agent for up to a million random teams
of fixed size, showed in Figure 1. Note that in this domain,
the performance of a team is independent of other teams.
This plot illustrates that the environment is super-additive,
since the average payoff is a monotonic increasing function
of the number of agents. For teams larger than 10 agents,
however, there is not much gain. The best team is formed
by four agents and we expect that agents may form small
efficient teams.
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Figure 1. Random teams of fixed size.

Next, we present the results over runs using the incre-
mental coalition formation protocol. the life cycle of a typ-
ical coalition is shown in Figure 2. The iterations on the x-
axis of the graph represent either the entrance of a new agent
in the environment or a split in a coalition. The simulation
either stops because a maximum number of trials has been
reached, or because no coalition has changed for a given
number of trials. A typical coalition first increase in size,
until a group of agents recognize an opportunity to leave
the coalition (e.g. at iteration 26). In that particular case, a
group of 7 agents leave the coalition. The remaining agents
can not join another coalition, and hence the coalition con-
tinues at a reduced number. After the split, the coalition is
getting few new agents that are entering the system. At it-
erations 18 and 34, the coalition accepts a group of agents
from another coalition that suffered a split. At iteration 40,
the coalition is splits again. But this time, the remaining
agents are join an existing coalition and this coalition dies.

The dynamics of the reward per agent is presented in Fig-
ure 3. The average agent performs in a coalition better than
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Figure 2. Life cycle of one coalition.

when it works on its own, which shows the boosting effect
of a team. We also represent the reward obtained by the best
group. The curve is not smooth, due to the different splits.
Even the best team can split, showing that the groups were
not stable. When all agents are in the environment, only
splits can occur. We see that the splits does not much affect
the average payoff per agents. The best team, however, is
affected by these splits.
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Figure 3. Incremental formation process.

In Figure 4, we present a typical process of team forma-
tion using four initial leaders. Each line in the chart repre-
sents one team. We can see during the first five iterations,
each leader is adding one agent to their team. At this point,
the second leader cannot improve its team. The third leader
can, but not the fourth. A new round occur where the first
and third leader add a new agent in their teams, and finally,
only the third leader can improve its team. At iteration 10,
it can no longer improve its team. Then, a new leader is
randomly chosen and create its team. Subsequently, five
additional leaders are needed to have all the agents in the
system.

Teams that are formed after the completion of the initial
leaders’ coalitions may not be able to perform as well, since
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Figure 4. Evolution of the number of agent in
each team during the formation process.

the choice of available agents is limited. However, Figure 5
shows it is not the case. The chart represents the evolution
of the reward during the same formation process. We can
see that the two best team originate from an initial leader.
But the team starting at iteration 10, 14 and 19 perform bet-
ter than the two other initially created teams. Note that this
is the total performance of the teams and that the team start-
ing at iteration 10, 14 and 19 contains also more agents.
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Figure 5. Evolution of the reward of each
team during the formation process.

We compare the performance of the two methods to form
the teams. We are interested in the creation of the team
which have the best utility per agent. For these experiments,
we used the same set of agents, but they are introduced
in a different order (from one run to the next, the order at
which the agents are introduced in the incremental process
is changing, and the set of initial leaders is different). The
results are presented in Table 1, the number in each cell is

the average over 100 runs, and the number in parenthesis
denotes the standard deviation. First, we note that the aver-
age utility per agent is better when we use the incremental
process. This is probably due to the fact that in the incre-
mental process, the agents can rearrange themselves into
new coalitions by leaving current coalition to increase their
payoffs. On the contrary, in the leader based process, the
leader is concerned about the best result for the team, guar-
anteeing some surplus for the newcomer, but not the best
surplus. The main difference between the two mechanisms
lies in the size of the teams: the incremental process tends
to create few teams, whereas the leader process creates a
large number of small teams. This is probably due to the
fact that in the leader based scheme, the leader first chooses
an agent that complements itself the best, and it becomes
harder to improve on these teams.

Inc Leader
best team (utility/agent) 3.462 (0.205) 5.0224 (0.078)
size of the best team 17.43 (11.38) 2.76 (0.767)
average utility/agent 3.156 (0.008) 2.9435 (0.025)
number of team 3.29 (0.689) 10.2 (0.85)

Table 1. Comparison of the coalition forma-
tion mechanism for a single niche.

4.2 Multiple Niches

We now present initial results in the environment with
multiple niches. First we experiment with two domains in
order to visualize the repartition of the coalitions. An ex-
ample of grouping of agents into coalition is presented in
Figure 6. The picture on the left presents the 11 agents in
the system. There are two niches which are the bases of
the space. In the particular instance shown, 5 coalitions are
formed. We can see that G0 and G1 are trying to focus on
one of the niches, whereas the other coalitions are more try-
ing to exploit both niches. We observed that most of the
time, the agents are forming coalitions, but some inefficien-
cies remains.

In Table 2, we see that in the leader-based scheme, the
leader always pick an agent, and never defects, since the
number of teams is always 4. In the incremental scheme,
only two teams of largely variable sizes are created in dif-
ferent runs. As all niche utilities are completely distributed
among all the teams, the metric of relevance in this domain
is the average utility of best team members. The incremen-
tal scheme does slightly better in this domain also. Hence,
in our domains, the distributed, incremental coalition for-
mation scheme performs competitively with the more cen-
tralized leader based scheme.

5



Individual Agents After Coalition Formation

Figure 6. Example of a team

Inc Leader
best team (utility/agent) 0.14102 (3e-5) 0.15 (2e-5)
size of the best team 28.15 (24.9) 10 (0.0)
average utility/agent 0.13753 (0.008) 0.13753 (0.0)
number of team 2 (3.87e-2) 4 (0.0)

Table 2. Comparison of the coalition forma-
tion mechanism for multiple niches.

5 Related Work

As in [3], our environment is non-super-additive, at least
one pair of potential coalition is not better off by merging
into one. As argued in [2], we are interested in the dy-
namic process that leads to the formation of a coalition. In
work such as[1, 4, 5], a dynamic coalition formation is con-
sidered. In [1, 2], a coalition leading agent manages the
coalition formation process. It first prepares the coalition
by defining the tasks to be shared and determines the set of
candidate agents. Then, it simulates the formations to de-
termine possible performance and risk of the formation fail-
ing, which is based on past interactions with other agents.
Finally, it negotiates separately with the different agents; if
a negotiation fails, the formation is halted and the leading
agent restarts a simulation phase. The general approach is
similar in [5]. Learning is also used to pick the negotiation
strategy. Task allocation is performed when the coalition
has already formed. [4] also considers multiple negotiation
strategies based on the Contract Net Protocol. In these ap-
proaches, the coalition formation process succeeds or fails,
but an entire coalition is considered as a whole at each time,
whereas in our work, we consider that agents enter the en-
vironment one by one. Once the coalition is formed, the
task is performed and it is assumed that the coalition dis-
solves. In our model, we consider long-term coalitions, as
in [6]. In this work, buyers and sellers form coalitions with
the goal of bringing compatible agents closer. Individual
agents can join or change groups and this choice is based on
the analysis of past interactions. In our model, we also want

compatible agents to get closer, but only the competence is
taken into account. The originality of our work also resides
in the payoff structure. In our model, the competence of the
coalition of agents is not the sum of the competence of its
members.

6 Future work and Conclusion

We present a model of coalition where the aggregation
of the competence of the agents is not linear. In order to
form an insight into the dynamics of the coalition forma-
tion, we study two dynamic coalition formation processes.
We are particularly interested in the distributed, incremen-
tal scheme for its applicability in real world group forma-
tion. Early results show that the agent can build effective
coalitions in such a distributed manner both in domains with
bounded or unbound niche potentials.

Our work is empirical, immature and lacks some theo-
retical guarantees. Adding one agent at a time raises the
issue of a fair distribution of the utility. Agents already in
a coalition should not lose utility due to incorporation of a
new agent. With our current mechanism, agents that enters
the coalition early have an advantage. We need to study al-
ternative utility sharing schemes. It will be interesting to
see the impact on the dynamics of the formation coalition.
Results with multiple niches are preliminary and we need to
perform a deeper study in the environment involving multi-
ple niches with varying potential.
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Abstract

We propose a generic model for situation representation
for agent trust models. As we argue that general trust mod-
els are inappropriate in complex environments and their use
for advanced decision-making is limited due to the lack of
detail, we introduce a generic framework for context repre-
sentation in trust model. Presented method is independent
of the trustfulness representation formalism in the underly-
ing trust model. It doesn’t prescribe any particular form for
the set of reference contexts that holds the trustworthiness
information in the context space: we define and evaluate
the baseline approach with regular grid and discuss future
extension towards more adaptive approaches using octant
trees and fuzzy clustering techniques.

1 Introduction

This contribution addresses the need to efficiently repre-
sent complex contexts in the trust model, both for the obser-
vations (or impressions) and the current decision. The need
to represent the context is common for all agent models that
attempt to model a situational trust: trust in an agent in a
particular situation [5]. To successfully model situational
trust, we have to model the situation – represented by con-
text – first.

A crucial problem to address is a selection of the map-
ping between thesituationin the environment and thecon-
text: a formal representation of the situation in our model.
Obvious problem to address is a selection of relevant situa-
tion attributes to include into the context, as well as issues of
scale and precision. Obviously, successful situation model
has to contain all the relevant attributes that influence the
trusting decision. On the other hand, adding more charac-
teristics than necessary makes it difficult to determine the
similarity between two situations, assuming that the trust-
ing situations are rarely completely identical. Our context
model addresses these concerns by resorting to standard ap-
proaches from mathematics and artificial intelligence, that

are well adopted for the task. The main modelling problems
we want to address are:

• computational and memory efficiency: we need to
devise a model that doesn’t require storage of all ob-
servations and their processing for each trusting deci-
sion;

• learning efficiency: the model must use the obser-
vations efficiently, to allow fast bootstrapping even in
very big context spaces.

2 Formal Model

We denote agents in the communityA,B,C, ..., form-
ing a setAgents. General trustfulness (without taking the
context into account) of agent B as perceived by agent A
is denotedΘA(B). WE define context spaceC as a met-
ric space of contexts with distance functiond(c1, c2). The
context of each trust observationτA(X|ci) or trusting deci-
sionδA(X|ci) (whereA is the observing/deciding agent,X
denotes the evaluated agent andci is a context of this ob-
servation/decision) represented by exactly one point in this
space, but several different observations may fall into the
same pointci in C.

2.1 Context Space

In general, we define the metric spaceC in several steps:

1. Identify all relevant features of the environment.

2. Define theQ-dimensional context space where each
dimensionq matches a relevant feature of the trusting
environment.

3. For each dimensionq, define its quantification (either
discreet or continuous) and appropriate distance metric
dqthat correctly represents the feature.
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4. Define a joint metricd on the full spaceC, taking into
considerations the domain characteristics and marginal
metricsdi1.

There are 4 basic properties of any distance functiond :
C × C → R that we need to respect while we define our
own, domain dependent distance metrics:

1. non-negativity:
d(c1, c2) ≥ 0 (1)

2. symmetry:
d(c1, c2) = d(c2, c1) (2)

3. zero distance⇔ identity:

d(c1, c2) = 0 ⇔ c1 = c2 (3)

4. triangle inequality:

d(c1, c3) ≤ d(c1, c2) + d(c2, c3) (4)

Obviously, all marginal distance metricsdq shall respect
these requirements as well.

To combine the marginal distances into thed func-
tion, we will typically chose one of the special types of
Minkowski distance:

d(c1, c2) = (
Q∑

q=1

|cq
1 − cq

2|p)
1
p (5)

For many practical purposes, we chose the values of p
to be1, defining so called Manhattan distance that adds the
marginal distances of each dimension, or2, to define an Eu-
clidean distance, or we posep → ∞, obtaining Chebyshev
distance defined as a maximum of marginal distances.

For the purpose of determining the weights in our model,
we need to define a (possibly domain dependent) function
f : R0+ → [0, 1], where theR0+ is an output range of
the distance metric function. Naturally, we requiref to be
non-increasingon this interval – points that are farther away
shall have smaller or at most identical weight compared to
the points in proximity.

2.1.1 Example

To demonstrate the abstract notion introduced above, we
will apply them on a realistic (albeit simplified) problem
throughout this contribution.

To illustrate the abstract notions of metric spaceC, we
introduce an example of such space in a specific business
situation. We model the trust reasoning of an agent that ac-
quires furniture sets from several providers. In this domain,

1Alternatively, we may proceed without defining a distance metric for
each dimension, if we define the overall metric directly.

we model each trusting situation (either observation or deci-
sion) by three parameters: type, size and market state.Type
defines the product we acquire: kitchen set, bathroom set
and lounge sets are the cases we consider in the current ver-
sion of the model. Type of the product defines the product
sophistication and a set of techniques used for its elabora-
tion and installation – obviously, each provider can be pro-
ficient in different set of operations that are more or less
important for each product type. It is interesting to note that
this dimension is not continuous, but discrete.Sizeof the
contract is measured in terms of its price, while themarket
state(or supply) describes the ratio of the supply/demand on
the given market. Both size (price) and market state are con-
sidered as real-valued variables, but varying greatly in their
scale: one has an absolute scale (price), while the other will
most often fall very close to1.

The context spaceC is therefore three dimensional, with
one discreet dimension and two continuous ones. The next
step is a definition of marginal distancesdq for each di-
mension. In thetype domain, we place our products on
a ”technicity” scale: bathrooms score the highest:5, with
the kitchens in the middle:1 and the bedrooms as the least
technical ones, with0.2 value. Note that this doesn’t mean
that bathroom production is more difficult than bedroom:
the distance merely describes the differences in the skills
required and inverting the scale will not change the result
thanks to the distance symmetry stated in Eq. 2. Our dis-
tance metrics is defined as follows, using the product values
defined above:

dtype(c1, c2) = |ln(type1)− ln(type2)| (6)

In the price domain, the metric shall describe the sim-
ilarity between two contracts in terms of their price. We
propose a measure

dprice(c1, c2) = |ln(price1)− ln(price2)| (7)

. The logarithmic relation captures an intuitive notion of
ratio: 100$ difference between two 200$ and 300$ contracts
is much more important than the same difference between
two contracts priced in millions.

We apply the same reasoning for the market state (sup-
ply) dimension:

dsupply(c1, c2) = |ln(supply1)− ln(supply2)| (8)

Then we combine the above metrics using a slightly
modified (weighted) ”Manhattan distance”:

d(c1, c2) = α1d
type(c1, c2)+α2d

price(c1, c2)+α3d
supply(c1, c2)

(9)

2.2 General Algorithm

In the context space, we define one or morereference
contextsri, forming a setR in C. For each pointri and each
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partner agentX we (agentA) keep trustfulness estimate de-
notedΘA(X|ri). This value can be a result of application
of any relevant trust model – for example Regret [9], FIRE
[4] or other [7, 1, 8], provided that the inputs to this model
are weighted or selected to reflect the performance of agent
X in the specific contextri.

Therefore, each observationτA(X|co) is used to update
the trustfulness of reference contextsriwith the weights de-
termined using the general formula:

wi = f(d(cd, ri)) (10)

, wheref is a non-increasing function on[0,+∞) as de-
fined above. This function represents the decay of the obser-
vation usefulness with increasing distanced of the particu-
lar reference contextri – obviously, it is most useful when
its distanced(cd, ri) from the reference context is zero and
it shall decrease with increasing distance. This function, to-
gether with the metric, is a part of the domain description.
For example, in our simple experiment presented in Sec-
tion 3.1 we use a simple form of weight function defined as
wi = e−d(cd,ri).

Generally speaking, we integrate the new observation
τA(X|co) into the apriori trustfulness evaluationΘp

A(X|ri)
(wherep is the number of previous observations, with ag-
gregate weight

∑
j<=p wp

i ) for eachri (where the corre-
spondingwi is non-zero) using the weighted aggregation
formula:

Θp+1
A (X|ri) = (11)

WeiAggr((Θp
A(X|ri),

∑
j<=p wp

i ), (τA(X|co), w
p+1
i ))

Exact form of theWeiAggr() operator depends entirely
on the model used to representΘp+1

A (X|ri). Assuming for
the moment that theΘA(X|ri) is just awi weighted av-
erage of allp previous observations, we obtain the update
relationship:

Θp+1
A (X|ri) =

(
∑

j<=p wj
i )Θ

p
A(X|ri) + wp+1

i τA(X|co)

(
∑

j<=p wj
i ) + wp+1

i

(12)
In the decision time, when we take a trusting decision,

current context is determined and the trustfulness is de-
duced as a weighted combination of trustworthiness of ref-
erence contexts.

ΘA(X|cd) = WeiAggrri∈R((ΘA(X|ri, wi)) (13)

By assuming the weighted average case again, we ob-
tain:

ΘA(X|cd) =

∑
ri∈R wiΘA(X|ri)∑

ri∈R wi
(14)

The general update approach as presented in Eq. 11 en-
sures that several trustfulness relative to different contexts

ri ΘA(X|ri) are updated simultaneously – this is a critical
feature for any trust model, as it reduces the time before
the model can provide meaningful results. Similarly, the
decision-making Formula 13 gathers the data from all rel-
evant contexts, increasing the quantity of the information
the trusting decision is based on. On the other hand, this
model characteristic can turn in our disadvantage as it can
be exploited by informed adversary – therefore, in our fu-
ture work, we intend extend the Formula 11 to reflect the
amount of the information we already have and to reduce
the weight of distant reference contexts accordingly.

In this contribution, two different classes of approaches
to reference contexts definition will be examined. In the
first approach, the reference points will be placed regularly
through the metric space (see Section 3), while in the second
approach we will enhance the behavior by introduction of
adaptive techniques, as shown in Section 4.

Note that while the context spaceC properties (e.g. met-
rics and dimensions) are the same for all agents modelled
by agentA, the actual instances of the trustfulness and ref-
erence pointsri positions are separate for each evaluated
agent – while they may coincide in the reference grid ap-
proach, this is no longer true for adaptive approaches men-
tioned below.

3 Regular Grid Approach

In the first approach to the problem, the reference context
setR ∈ C is defined as a regular grid covering the space
C in each dimensionq, where the regularity is defined by
the distance metricdq for each dimension. The density ofC
sampling is therefore defined a-priori, in design time, before
we know what will be the real distribution of samplesci.

3.1 Experimental Evaluation

To evaluate the regular grid approach, we have con-
ducted a series of experiments using the context space de-
fined in Section 2.1.1. In our simple scenario, there are 10
buyer agents who acquire furniture sets from 5 providers.
Trustfulness of each provider is strongly dependent on con-
text and influences the real price of the delivery; in our do-
main, we assume that the customer is bound to pay for the
excess cost billed by the supplier.

The core of the supplier model consists essentially of the
real price and bid price computation mechanism.Real price
that is billed at the end is determined using the relation
prr = cost · margin, wherecost denotes the cost asso-
ciated with the supply of goods andmargin is the profit
coefficient of the supplier. Thebid price, submitted by the
supplier as a (part of) response to CFP, is already influenced
by its real trustworthinessΘ through the simple relation:
prb = prr ·Θ.
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Supplier trustworthinessΘ is a key parameter of our ex-
periment. It is context dependent and is defined as a func-
tion of three parameters that define the context of the oper-
ation in the spaceC: price (size) of the contract,typeof the
goods to provide andsupply: the state of the market at the
moment.

Θ = Θtype · atan′(price) · atan′(supply) (15)

where the functionatan′(x) is defined as a normalized
arctan: its range is(xinf , xsup) (bothxinf , xsup are in the
range set) andx coordinate of its flection point is defined
by parameterxcenter. xslope determines the first derivation
- speed of the growth on the domain.

atan′(x) =
1− xinf

π
· arctan(

xcenter − x

xslope
) (16)

On the customer side, each agentA maintains its trust
model. While the context spaceC properties and grid-
definedR are identical for all suppliers, each supplierX
is modelled by its own trustworthiness valuesΘA(X|ri) in
each pointri. These values are used to discount the bids of
suppliers when they answer a particular CFP (CFP content
defines the pointcd in C.) Discounting is implemented as
a bid price modification – agent actually usesX ’s trustwor-
thiness to estimate the real price using the relation:

ˆprr(X|cd) = prb · (ΘA(X|cd))κ (17)

whereκ ≥ 1 is a discounting coefficient that penalizes inap-
propriate behavior. For our experiment, we imposeκ = 2.
Once the discounted prices are known byA, it simply se-
lects the agentX with lowest ˆprr(X|cd) as a supplier for
a particular case. Upon delivery, agents use Formula 11 to
update its trust model regarding theX ’s performance.

In Table 3.1, we present the results of evaluation. We
have selected several significant types of contract and eval-
uated the ratio of cases when the customer selects the most
trustworthy supplier or one of the best two or three ones.
We have aggregated the data regardless of the supply to ob-
tain less columns, but the parameter was used for estima-
tion. The same results are presented under graphical form
in Fig 1, Fig 2 and Fig 3.

Note that we have intentionally set our model to sim-
ulate ”greedy” and optimistic customers – the emphasis on
the bid price is major and quite often, the cheapest bid wins,
making the overall values quite low. Overall, except for the
kitchen case where only 4 suppliers were available, we may
conclude that the situational trust model performs consis-
tently better than the general trust model. On the other hand,
the application of this model is not without consequences
regarding the computational effort for each decision or ob-
servation, as we discuss in the suite.
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Figure 1. Percentage of cases when the best
provider was actually selected for given class
of problem. Situational Trust (right bars) is
compared with general trust (left)
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Figure 2. Percentage of cases when one
of the two best providers was selected for
given class of problem. Situational Trust
(right)compared with general (left).
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Figure 3. Percentage of cases when one of
the three best providers was actually se-
lected for given class of problem. Situational
Trust (right)compared with general (left).
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Market small lounges big lounges small kitchens big kitchens small bathrooms big bathrooms
General Trust

Best Ag. 5.41 1.75 7.95 6.11 7.88 5.24
Best 2 Ag. 21.49 13.16 34.83 30.57 16.95 13.64
Best 3 Ag. 37.99 36.40 64.84 61.57 36.82 33.57

Situational Trust
Best Ag. 9.48 11.26 11.82 10.82 7.97 8.59

Best 2 Ag. 25.17 25.97 30.34 28.57 23.56 24.74
Best 3 Ag. 43.20 47.19 55.16 57.14 41.02 43.64

Table 1. Results of experiments. Each value is the ratio (in %) of times when the best, or one of the
2/3 best partners was selected.

3.2 Limitations of the Approach

Even if the grid approach suggested above satisfies the
requirements for the representation of multi-dimensional
context in trusting situation, it suffers of scalability con-
cerns.

The main limitation is its granularity: the grid is defined
by system designer and is difficult to change once the code
is deployed, especially in case of situations when the de-
cision must be taken rapidly or when we have to address
hard system constraints. As in the majority of deployment
cases the points will be not be spread uniformly, but rather
concentrated in several regions ofC, most of the reference
contexts will be almost useless. On the other hand, there
will be relatively few reference contexts in the regions with
high concentration of trust situations. Efficiency of the trust
update (Eq. 11) decreases significantly with growing den-
sity of the reference context grid that each agent maintains
for each partner. Therefore, designers face tough decisions:
performance optimization can seriously affect the quality of
the trust model as it imposes the reduction of grid density.
In the remainder of the paper, we are going to examine pos-
sible solutions of this problem.

4 Towards Adaptive Approach

The first alternative approach is the introduction of grid
with adaptive density using the octant tree-like approach
[3]: it shall automatically add new reference contexts in the
areas with high density ofdiverseobservations. Such re-
gions are easy to detect if we apply trust models that explic-
itly represent the uncertainty of the information (As most
of the current models does – see [6]). Once we detect a
that some area features a high number of diverse observa-
tions, we split the grid cells (multidimensional) into2dim(C)

subcells and introduce new reference contexts into the set
R. To compute the initial trustfulness valuesΘA(X|ri for
the new reference pointri, we apply the Formula 14 – the

same one used for evaluation of trustfulness in the decision-
making phase. Note that while the initial setR used by
trusting agentA for all partners is equivalent, use of any
adaptive method will modify the sets used to model the
trustworthiness of other agents individually, as the variabil-
ity of behavior in different contexts can vary from agent to
agent, as well as typical cooperation contexts. Along sim-
ilar lines, we may reduce the number of reference contexts
in the areas with sparse interaction or similar behavior.

A complete extension of this principle is a situation when
we initially model each agent with a single reference con-
text r0; this is equivalent to general trust2. Once we detect
that the model quality doesn’t satisfy our needs, we split the
spaceC into 2dim(C) subspaces and continue with the above
algorithm until the results are satisfactory.

Another alternative approach we propose addresses the
limitations of the regular grid approach by leveraging clas-
sic classification techniques. We propose use a fuzzy c-
means (k-means) clustering algorithm [2] to define the set
R – the center of each fuzzy cluster will define a refer-
ence point and the corresponding trustfulness will be de-
rived from the observations forming the cluster. The advan-
tage of using the fuzzy variant of this unsupervised-learning
algorithm is the fact that each observation contributes its in-
formation to several reference contexts: learning is faster,
even if arguably more precise. We shall also note that in
our particular case, we don’t optimize to perfectly separate
the clusters in the spaceC, but rather to define a representa-
tive setR to hold the trustworthiness information.

Fuzzy c-means minimizes following objective function:

Jm =
p∑

i=1

|R|∑
j=1

µm
ij d(ci, rj) (18)

, whereµij is a membership of the sample contextci in the
clusterj, defined around the reference contextrj . p is the
number of available observations.

2With the assumption that the functionf used to determine weights is
initially constant:wi = 1.
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Position of each reference context is defined by the cen-
ter of the corresponding cluster – it may therefore move as
new observations are classified:

rj =

∑p
i=1 ciµ

m
ij∑p

i=1 µm
ij

(19)

the membership coefficient is determined as follows:

µij = ((
d(ci, rj)

2
m−1

dR
))−1 (20)

where the dR is defined by the relationdR =∑|R|
k=1(d(ci, rk))

−2
m−1 .

The main problem with the use of fuzzy k-means is the
initial phase, when we have o determine how many clus-
ters to create and with what initial center positions. It shall
be noted that our situation is somewhat different from the
classic clustering – we don’t have all the points available
from the beginning, but we obtain them one after another,
depending on the observation rate and time.

5 Conclusion

In this contribution, we have addressed a very specific
problem relevant to trusting decisions in complex environ-
ments. While the simple, specialized agents can success-
fully rely on general trust models [8], once we want to con-
sider the tradeoffs of particular decision or use the trustful-
ness estimates to draft and evaluate several alternative coali-
tion plans for the same goal, these models can typically no
longer provide relevant outputs to support such decisions.
We have detailed the general model ofcontext spaceand
reference contextswhere we represent important features of
the situation. We have also specified a generic trust update
method and trustfulness aggregation method using the gen-
eral set of reference contexts. This method is independent
on the exact form of the setR and the trustfulness represen-
tation formalism used in individual reference contexts.

In the remainder of the article, we have introduced three
distinct forms of the setR: regular grid, adaptive octant
tree and unsupervised fuzzy k-means clustering. We have
performed experiments using the regular rid and determined
that it compares favorably when compared with the general
trust model that uses the same formalism.

In our future research, we plan to correctly validate and
benchmark all above mentioned approaches of reference set
representation and determine their mapping to various types
of trusting problems and computing environments - we in-
tend not only to evaluate them with respect to trust model
quality, but also to describe their computational complex-
ity and other relevant properties. Integration of this method
with advanced decision-making algorithms is also a promis-
ing area of research.
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Abstract

The current state of the art in agent technology sees that
several implementations of agent frameworks exist. How-
ever, there is little agreement on the terms and concepts
used to describe such systems, which is a significant barrier
towards adoption of these technologies by industry, military
and commercial entities. A clear definition of terms and
concepts at an appropriate level of abstraction is needed
to facilitate discussion, evaluation and adoption of these
emerging agent technologies. In this paper, we argue that a
reference model for agent-based systems can fill this need.
We discuss what a reference model is and why one is needed
for agent-based systems. While the complete model is a
work in progress, we present a preliminary version to moti-
vate further discussion from the agents community at large.
It is our hope that ultimately a wider community of practice
will assume responsibility for the standardization similar
to the way that the well-known seven-layer Open Systems
Interconnection (OSI) reference model was a driving force
underlying communications standards.

1 Introduction

The ultimate goal of the Agent-Based Systems Refer-
ence Model (ABSRM) is to provide a technical recommen-
dation for a reference model for those who develop and
deploy systems based on agent technology. The ABSRM
should allow for existing and future agent frameworks to
be compared and contrasted as well as to provide a basis
for identifying areas that require standardization within the
agents community. As such, the aim of the ABSRM is to

• establish a taxonomy of terms, concepts and defini-
tions needed to compare agent-based systems;

• identify functional elements that are common in agent-
based systems;

• capture data flow and dependencies among the func-
tional elements in agent-based systems;

• specify assumptions and requirements regarding the
dependencies among these elements.

As a reference model, the ABSRM will make no pre-
scriptive recommendations about how to best implement an
agent-based system; nor is the objective to advocate for
any particular approach, architecture or framework. In its
broadest sense, an agent-based system for the purposes of
the ABSRM simply describes a software platform for build-
ing agents and supporting their communications and collab-
oration. An agent-based system may consist of many differ-
ent kinds of agents operating across a heterogeneous set of
platforms and hosts.

One novel aspect of our approach is to create the refer-
ence model based on a forensic analysis of existing agent-
based systems. The reference model developed in this doc-
ument is based on static and dynamic software analysis of
existing agent frameworks. Examined frameworks include
Cougaar, JADE, RETSINA, and others. Anyone building
an agent framework would have to recreate or reproduce
some portion of the functionality or components in these
existing frameworks (i.e., to enable communications, to en-
able agent startup and shutdown, etc). By analyzing exist-
ing frameworks and the agent-based systems they can be
used to build, we can avoid the debate concerning “what
is an agent” and simply document the existing state-of-the-
art systems that are called agent-based. The model aims to
document a superset of the features and functional concepts
in the set of existing agent frameworks. Given that there is
significant variation between existing frameworks and the
functions they may provide, the reference model should de-
scribe at an abstract layer the complete set of functional
components across all examined agent frameworks.

It is important to note however that the reference model
is not confined to being a description of capabilities of exist-
ing systems —it serves as a basis for situating the complete
set of functions that anyone may want or need to have in an
agent-based system. For example, security for mobile agent
code is currently a vastly challenging problem that lacks a
satisfactory solution. However, the lack of any established,
uniform and generally accepted security system for mobile
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Figure 1. A Joint Service Battle Command is
an intended future application for intelligent
agent systems.

agents does not prevent the reference model for including
a description of the security functions and facilities that an
agent-based system may provide.

2 What is a Reference Model?

A reference model provides appropriate abstractions for
facilitating adoption, adaptation and integration of evolv-
ing technologies [6]. Any generic model that has specific
examples can be considered to be a reference model. Refer-
ence models are known to play a key role in understanding a
given domain, establishing the domain as a scientific disci-
pline, facilitating collaboration and promoting competition
towards maturing technology relevant to the domain. Ref-
erence models emerged since the 1980s as a result of the
success of the Open Systems Interconnection seven-layer
reference model (ISO/IEC 7498-1:1994: Open Systems In-
terconnection Basic Reference Model) [3] [4] [5] that rev-
olutionized the way communications systems developed.
This model was developed as an International Standards
Organization (ISO) effort. Another successful example of
a reference model that has been developed by the ISO is
one for archiving systems and is known as the Reference
Model for an Open Archival Information Systems (OAIS)
(ISO 14721:2003). In motivating and developing a refer-
ence model for agent systems, we draw heavily on these
examples of existing successful reference models.

As these existing reference models demonstrate, refer-
ence models do not prescribe how functions and systems
should be implemented. Instead, reference models provide
the patterns of the solution for transforming vague notions
into real-world implementation. Reference models simplify
problem solving, to enable others to practice their discipline
with a solid foundation. Software professionals, in partic-
ular use reference models to better understand abstractions
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Figure 2. An Agent-Based System is made up
of layers.

and their potential for reuse.

3 Why a Reference Model?

Reference models are a necessity in a confusing, rapidly
changing technology environment. As noted in [6], refer-
ence models are becoming more commonplace in fields of
various human endeavors. The power of compelling refer-
ence models of knowledge can not be underestimated as a
tool for technical leadership facilitating conclusions from a
sound understanding of the problem space and solution do-
main. Thus, we argue that a reference model would be very
useful tool to identify, assess and facilitate R&D and acqui-
sition of agent technology for a wide variety of applications.

One particular application of agent-based systems is in
military domains. Agent-based systems are being proposed
to enhance and automate applications for collecting, pre-
senting, storing, producing and sharing domain informa-
tion. A future force is envisioned to be highly autonomous,
modular, scalable, and flexible through the agentization of
applications and services. This is especially true for com-
plex system of systems (SoS). SoSs are large-scale, net-
centric and include a variable mix of multi-department het-
erogeneous intelligent agents, humans-in-the-loop, and un-
manned autonomous components and subsystems. Exam-
ples of complex SoSs in the US Army are the Army Battle
Command System of the Current Force [1] and the Future
Combat System of the Future Force [2]. Systems that would
be found in a Joint Service (Army, Navy, Marine and Air

2



Force) SoS are depicted in Figure 1.
Heterogeneous intelligent agents promise to enable con-

flict resolution between and among applications and ser-
vices engaged in competition, negotiation, mediation and
arbitration, to assist humans-in-the-loop, and to control un-
manned autonomous systems and robots. Agents are an-
ticipated to play an important role in realizing dynami-
cally varying mixed initiative capabilities to command and
control manned as well as unmanned assets. As systems
become increasingly complex, modularity as promoted by
agent technology will become the key to reuse, scalability,
and an open architecture. In addition, these design goals are
a key to a manageable and affordable transformation from
current to future force capabilities.

A reference model for intelligent agents would motivate
the benefits of the technology by formalizing key concepts
of both behavior and structure essential to enable agent
technologies to reduce information collection, storage and
sharing latency, workload, presentation overload and clut-
ter for Battle Commanders and their staff. The recognition
of the need and the investment to develop a unifying ontol-
ogy for intelligent agent software across the domains of the
systems in an enterprise-wide System of Systems (SoS) are
shown to be crucial if not pivotal to the success of such SoS
engineering efforts which are inherently multi-disciplinary
and collaborative.

4 Towards A Reference Model

We describe a preliminary, partial reference model for
agent-based systems. The portion of the model we present
here is a high-level view organized as a set of layers. A
more complete description of the current reference model is
given in [7].

An Agent-Based System is comprised of agents and
their supporting framework and infrastructure which pro-
vide fundamental services and operating context to the
agents. Our model defines framework, platform and host
layers, which mediate between the agents and the external
environment. This layered model can be organized verti-
cally as shown in Figure 2. Each layer is described as fol-
lows:

• The Agents layer consists of agents that perform com-
putation, share knowledge, interact and generally ex-
ecute behaviors in order to achieve application level
functionality. We make few assumptions about the
Agent layer except to state that agents are situated
computational processes—instantiated programs that
sense and effect an environment in which they exist.
We make no assumptions about the internal processing
structures of an agent. An agent could be built with a
complex cognitive model or it could be a simple rule-
based system. Given the vast array of tasks envisioned

for agent systems, it is not the role of a reference model
to limit or define what an agent is.

• The Framework layer provides standardized function-
ality specific to supporting agents. A framework typ-
ically provides support services such as conflict man-
agement, directory and naming services, security, and
agent administration services such as monitoring and
allocating resources to the executing agents. Figure 3
shows some examples. The major benefit of employ-
ing an agent framework is to provide standardization
of services and functionality to agents that exist within
the framework. The end result is that agents written
within a particular framework are easily interoperable
with one another. In other agent-based systems, the
framework may be trivial or merely conceptual, for ex-
ample if the services are merely a collection of system
calls or are compiled into the agents themselves.

• The Platform layer provides more generic comput-
ing infrastructure. The platform contains the software
components that are available to the agent framework,
but are not packaged along with it. Some examples are
shown in Figure 3. Elements such as operating sys-
tems, user interface libraries, database software, device
drivers, and message transport or socket libraries are in
this layer. These services are often provided by third
parties and it is unlikely that an agent-based system
will provide its own implementation of the platform
functions.

• The Host layer contains the hardware devices on
which the above layers operate. This layer includes not
only the physical computing devices such as a desktop
computer or hand-held device, but also the hardware
that provides interaction with the environment such as
robot sensors and effectors, cameras, displays, GPS re-
ceivers, etc. Some examples are shown in Figure 3

• The Physical world layer encapsulates the physical
environment in which the agent-based system exists
and operates.

Each layer can support many entities from the layers
above it—many agents may execute on a single framework,
many frameworks may execute on a single platform, and so
on.

Figure 4 depicts an alternative view of an agent-based
system. The figure organizes the interactions and commu-
nications between entities (agents, frameworks, hosts) at
varying levels of abstraction. At the lowest level (physical
network), hosts can communicate over a physical transport
medium which can be either wired or wireless. A wireless
communication medium is shown in our figure as an ex-
ample. Going one level higher, connectivity between hosts
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is depicted at the network layer. Connectivity at this layer
is determined by routing, naming/addressing or other net-
work services. At the third higher level, we show the con-
nectivity between agent framework instantiations on differ-
ent hosts. Each host is now represented by a larger dashed
oval and each framework instantiation is represented by a
smaller solid oval. By showing framework ovals inside
a host oval, we depict multiple frameworks running on a
given host. Lines connecting the frameworks instantiations
show that they can communicate to share information and
services. Finally, at the highest level we show the communi-
cations that occur between framework instantiations of the
same type (e.g., Cougaar, JADE, etc). In this way, we can
depict that agents with common application goals can form
societies that communicate in order to provide specific ap-
plication functionality.

5 On-going Work

Our goal is to continue refinement of the reference model
in consultation with the broader agents community. We will
be making available an on-line interactive discussion forum,
similar to a Wiki, for facilitating further development of the
ABSRM.
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Abstract 

 
UAVs are a key element of the U. S. Army’s vision 

for Force Transformation. UAVs will be employed in 
large numbers per Future Combat System (FCS) Unit 
of Action (UoA). This necessitates a multi-UAV level of 
autonomous collaboration behavior capability that 
meets RSTA and other mission needs of the FCS UoAs. 
The Autonomous Collaborative Mission Systems 
(ACMS) is an extensible architecture and behavioral 
planning / collaborative approach to achieve this level 
of capability. We present a market-based approach 
that we developed as the main mechanism for 
autonomous collaboration in the ACMS. To enable 
flexible collaboration among a variety of 
heterogeneous unmanned vehicles for a broad range of 
missions, this market-based collaboration approach 
adopts a two-stage task specification and negotiation 
process that can accommodate different mission 
planning and task allocation strategies. We describe 
our market-based approach, its main features, and the 
collaboration protocol in this article.  

 
 
1. Introduction 
 

Unmanned Aerial Vehicles (UAVs) are a key 
element of the U. S. Army’s vision for Force 
Transformation, and will be employed in large 
numbers per Future Combat Systems (FCS) Unit of 
Action (UoA). The large-scale deployment of various 
types of UAVs necessitates a multi-UAV level of 
autonomous collaboration behavior capability that 
meets RSTA and other mission needs of FCS UoAs.  

Sponsored by U.S. Army Aviation Applied 
Technology Directorate (AATD) under the Unmanned 
Autonomous Collaborative Operations (UACO) 
program, Rockwell Scientific Company (RSC) leads a 
team of academic, government, and industrial partners 
to develop and demonstrate autonomous collaborative 
behaviors capabilities for multi-UAVs.  

 
The objective of RSC’s ACO project is to develop 

and demonstrate autonomous collaborative behaviors 
among a team of networked UAVs to achieve various 
missions. Our ultimate goal is to enable groups of 
UAVs to achieve mission level objectives with 
minimal human intervention by applying leading edge 
autonomous and collaboration technologies.  

We present a market-based approach to enable 
flexible and effective autonomous collaboration among 
teams of heterogeneous UAVs to achieve a variety of 
behaviors and missions. This market-based 
collaboration mechanism is a key element in our 
software architecture for autonomous collaborative 
behaviors for UAVs, named Autonomous 
Collaborative Mission System (ACMS) [3, 2].  

We adopted an intentional cooperation [10] strategy 
for collaboration, similar to other approaches used in 
multi-robot/multi-agent cooperation such as [7, 5, 12]. 
The emergent cooperation (i.e. swarming) approach 
was not selected because it excels at controlling large 
groups of homogenous agents working toward a 
common goal. UACO involves controlling groups of 
heterogeneous agents (UAVs) in a range of mission 
types. [6, 11]   

This market-based approach for intentional 
cooperation enables flexible collaboration between 
UAVs in a range of mission types. The approach uses 
a two-stage task specification and negotiation process 
that allows high-level description of the mission/task 
parameters during the bid solicitation stage, and further 
refinement of the tasking details during the task 
allocation and confirmation stage. Contrary to most 
market-based collaboration approaches (e.g., [7, 12]), 
our approach does not tie to a specific planning or task 
allocation methodology. This allows dynamic selection 
of either a general planner or a “subject matter expert” 
planning and task allocation component optimized for 
a particular mission type during the execution of the 
ACMS to accommodate a wide variety of missions and 
behaviors.  



This article is organized as follows. In the next 
section, we discuss the key features of the market-
based collaboration approach that support its flexibility 
and effectiveness. We present an overview of the 
ACMS architecture and the components that 
participate in the market-based collaboration in Section 
3.1. We describe the collaboration protocol and the 
task specification hierarchy in Sections 4 and 5, 
respectively.  Section 6 presents some results of the 
collaboration approach from the software-only and 
hardware-in-the-loop simulations. We conclude in 
Section 7 with remarks on how to incorporate new 
missions and behaviors in our approach. 

 
2. Market-Based Collaboration: Features 

of Our Approach 
 

In this section, we discuss some unique features that 
empower our market-based approach with flexibility to 
effectively handle autonomous collaboration of 
heterogeneous UAVs for a variety of missions and 
behaviors. 

 
First, we adopted a “mission-centric” view in 

implementing the market-based mechanism. Each 
mission request is handled by a dedicated component 
serving as the market facilitator/maker (i.e., the 
Mission Manager/Planner, see Section 3.2). This 
component serves as the focal point for the 
corresponding mission in performing duties such as 
bid solicitation, task allocation and refinement, and 
mission monitoring and it is independent from other 
missions. This one-market-for-one-mission approach is 
more flexible and robust than the fully centralized 
approaches (in which there is only one central market 
maker for all the missions) and yet is more efficient 
than the fully distributed approaches [7, 12] (where 
every participant can solicit bids and be the market 
maker). 

 
We developed a two-stage process for task 

specification and negotiation. In the first stage of this 
process, a set of high-level task specifications (i.e, the 
Roles, see Section 5) that can achieve the mission 
objectives are developed for bid solicitation purpose. 
Participating autonomous entities (UAVs) then 
evaluate these high-level task specifications (Roles) 
and generate bids that contain specific information 
related to further refinement of the high-level Roles 
such as area entry points and scanning rates in addition 
to the costs. In the second stage, the Mission Planner 
evaluates all the submitted bids and selects the winning 
bids for the missions. It then further refines the task 

specifications for these winning bids and sends them to 
corresponding bidders to confirm the awards.  

The two-stage process alleviates us from the 
restrictions and inflexibility of taking either a 
decompose-then-allocate or an allocate-then-
decompose approach for mission planning and task 
allocation that many market-based collaboration 
schemes have suffered [12]. The Mission Planner does 
not need to know the capabilities and status of the 
potential bidders prior to sending bid solicitations. The 
planner may also optimize the task allocation and/or 
refine the tasks, based on bidder feedbacks.  

This approach provides great flexibility in 
instituting mission planning and task allocation 
techniques. It is partially derived from the mission-
centric implementation and two-stage task 
specification and negotiation process.  It does not tie to 
a generic mission planning methodology because there 
is a dedicated and independent market facilitator for 
each mission request. Meanwhile, the two-stage task 
negotiation process allows detailed task specifications 
and planning to be delayed until mission-related 
information is received from bidders. Hence, for each 
mission, we can select a mission planning and task 
allocation methodology that is most appropriate for a 
particular mission type.  
 
3. ACMS Components for Collaboration 
 

In this section, we provide a brief summary of the 
Autonomous Collaborative Mission System (ACMS) 
architecture and then describe the components that 
participate in the market-based collaboration. For 
detailed discussions on the ACMS architecture design 
and its main feature, please refer to [3, 2]. 
 
3.1. ACMS Architecture Overview 
 

The objective of the Autonomous Collaborative 
Mission Systems (ACMS) architecture design is to 
create a modular and expandable architecture that will 
ensure flexible and scalable autonomous collaborative 
operations for a fleet of networked heterogeneous 
autonomous platforms such as Fixed Wing UAVs and 
VTOL UAVs across a wide range of missions.  Figure 
1 illustrates the high-level functional system 
architecture diagram, and shows the main modules of 
ACMS: a (group) mission management module; a 
(single) autonomous entity management module; a 
(single) autonomous entity executive; and a world 
model. The white inner boxes are the primary 
components of a module.  The roles and functionalities 
of these ACMS modules are summarized as follows. 
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Figure 1: (Functional) Architecture for ACMS 

 
(Group) Mission Management Module — 

provides mission planning, management, and 
monitoring for a group of entities and interacts with 
the ACMS user interface (if the group is the highest 
level entity) or the higher-level entity management 
module (refer to [2] for discussion on the hierarchical 
expansion of the ACMS).  
 

Entity Management Module — (one module for 
each autonomous entity) participates in the market-
based collaboration mechanism. It also plans and 
manages the behaviors and the resources of the 
corresponding entity.  

 
Entity Executive Module — (one module for each 

autonomous entity) provides supervisory control and 
monitoring of task execution and the low-level control 
mechanisms for actual autonomous platform 
navigation and sensor control (if the entity is a 
platform).  

 
World Model Module — provides information on 

the environment, ACMS entities, and other entities to 
ACMS components and other external components. 

 
Interactions and interfacing among the components 

in the ACMS are through asynchronous 
communications of a set of XML-based messages that 
we extended from the Joint Architecture for 
Unmanned Systems (JAUS) [8] messages. 

 
3.2. Components for Market-Based 

Collaboration 
 

All the components in the ACMS are involved in 
market-based collaboration related activities to varying 
degrees. Three components that play the main roles in 
the market-based collaboration approach are the 
Mission Manager, the Mission Planner (both in the 
Mission Management Module), and the Resource 
Manager (in the Entity Management Module). 

 
Adopting a “mission-centric” viewpoint (see 

discussion in Section 2), a new Mission Manager is 
instantiated when a new mission request is received in 
the ACMS to facilitate the collaboration, planning, and 
monitoring of the mission throughout the life span of 
the mission. The Mission Manager’s role in our 
market-based collaboration approach is to implement 
the collaboration protocol (discussed later in Section 4) 
that facilitates the two-stage mission specification and 
negotiation between its Mission Planner sub-
component and the Resource Managers of all the 
participating autonomous entities. It may also filter the 
potential candidate autonomous entities (e.g., UAVs) 
from which the bid is solicited based on the 
specifications provided by the Mission Planner. 

 
The Mission Planner is a subcomponent of the 

Mission Manager. The main responsibility of the 
Mission Planner is to define high-level task 
specifications (i.e., the Roles, see Section 5) for bid 
solicitations given the specifications of the mission 
request. When the bids offered by the Resource 
Managers of participating UAVs are collected and 
forwarded by the Mission Manager, the Mission 
Planner then performs further analysis to select the 
winning set of the offers and further refine the tasks 
for the winner to fulfill the objectives of the mission. 
As explained earlier, our approach does not tie to a 
specific planning or task allocation methodology. 
Hence, the Mission Manager may select a particular 
Mission Planner implementation from a library of 
different implementations to instantiate the one that is 
the most appropriate (and may be 
customized/optimized) for the given mission request. 
The Mission Planner may be triggered by the Mission 
Manager to re-plan/re-task for the mission, if the 
circumstance warrants so during the execution of the 
mission. 

  
The Resource Manager of each autonomous entity 

(e.g. UAV) participates in the market-based 
collaboration mechanism by evaluating bid 
solicitations from Mission Managers. It formulates the 
bids and their associated costs by checking its schedule 
and resource status for availability. The Resource 
Manager then consults with both the Route Planner 



and the Entity/Payload Planner to determine route 
feasibility. If the Mission Manager awards a bid, it will 
then re-evaluate the refined tasks provided by the 
Mission Manager/Planner prior to confirming the 
award of the tasks for execution. We note that, since 
the Resource Manager can re-evaluate the awarded bid 
prior to acceptance for execution, the Resource 
Manager can take either a conservative (i.e., reserve 
the required resources) or aggressive (i.e., only check 
for the availability but not reserve the resources) stance 
in offering the bids to different missions.  
 
4. Collaboration Protocol 
 

In this section, we describe the collaboration 
protocol among the main components of our market-
based approach described in Section 3.2. The 
collaboration protocol is based on the general steps of 
the first-price-one-round auctions [9] with extensions 
to incorporate the two-stage task negotiation process. 
Interactions outlined in the protocol are realized, 
similar to all other interactions in the ACMS, by a set 
of XML-based asynchronous messages. The steps in 
the collaboration protocol are as follows: 

 
Stage 1: 

 
Bid Solicitation: given the mission request and its 

specifications, the Mission Planner generates a set of 
general/high-level specifications of Roles (see Section 
5) required for the mission. The Roles are sent by the 
Mission Manager to the Resource Managers of the 
(selected set of, if filters are applied) autonomous 
entities to solicit bids. T  

Bid Response: the Resource Manager evaluates the 
bid solicitation received and formulates the bids in 
response to the solicited high-level role. We adopt a 
multi-aspect cost breakdown in the bid, where costs 
may be specified per specific action, time consumed, 
and resource consumed. Compare to most of the other 
approaches that adopt a fixed (single) cost breakdown 
[7, 12], this allows the bids to be evaluated by a variety 
of criteria, possibly optimized by the Mission Planner 
for the specific mission. The bids may also contain 
specific information related to further refinement of the 
high-level Roles needed for the Mission Planner. 
Multiple bids may be proposed by the Resource 
Manager in response to the same solicitation. 
 
Stage 2: 

 
Task Reservation: the Mission Planner evaluates 

all the bids received using the multi-aspect costs 

proposed and other information provided in the bids 
and select a set of bids that can satisfy the mission 
specification. It then refines the task descriptions to the 
entities to be participated. The detailed task description 
will then be sent to the Resource Managers of these 
winning entities for task reservation. Upon receiving 
the task reservation request, the Resource Manager re-
evaluates the refined tasks provided by the Mission 
Manager/ Planner for feasibility of execution and 
reserves the schedule and resource for execution. 

 
Task Commitment: If all the tasks required for the 

mission are reserved successfully. The Mission 
Manager will signal to the Resource Managers of the 
tasked entities for execution of the tasks for the 
mission. 

 
Bid/Task Cancellation: the Mission Manager may 

signal to the Resource Manager to cancel the 
outstanding bids if they are not selected for the 
missions. It may also cancel the reserved tasks, if re-
planning of the mission or re-allocation of tasks is 
needed.  

  
5. Task Specification Hierarchy 

 
In this section, we describe the breakdowns of the 

task specifications that are used in the two-stage task 
negotiation process.  

 
As illustrated in Figure 2, we specify the tasks for 

the mission in four different levels of abstraction. At 
the highest (coarsest) level, the Mission contains the 
objectives, constraints, and other parameters specified 
in the mission request received from the human users. 
At the second level, a high-level plan generated by the 
Mission Planner consists of a set of Roles that are 
required to achieve the mission objectives. The Roles 
are used in the first stage (i.e. bid solicitation and 
response) task negotiation process. During the second 
stage, Roles are further refined by the Mission Planner 
into a set of detailed Tasks for task reservation and 
confirmation. Finally, the Resource Manager, upon 
task commitment, will further refine Tasks into Events 
and Activities for execution. In the following, we 
discuss Roles and Tasks that are key elements to 
market-based collaboration. 

 
 Taking analogy from the robotic soccer paradigm 

[1], the Roles are high-level descriptions of the “types” 
of the “players” required to achieve the mission. The 
number of the Roles required may vary from mission 
to mission and may not always correlate well with the 



mission complexity. For example, an area surveillance 
mission may require only one general Role (i.e., 
“scanners”) while a SEAD (Suppression of Enemy Air 
Defense) mission may have several Roles (e.g., “Wild 
Weasels”, “sensors”, “shooters”, etc.). Each Role is 
defined by a sequence of high-level Actions.  The 
high-level Action describes the jobs, timing, and 
resource required for each phase of the Role. 

 
A Task is a further refinement of a Role generated 

by the Mission Planner to be assigned to an 
autonomous entity. We note that, the two-stage 
negotiation process enables the Mission Planner to 
prescribe one or more Tasks to be assigned to fulfill a 
Role, depending on the given mission and the bids 
received, For example, in an area surveillance mission, 
a Mission Planner may either assign two small UAVs 
or one more-capable UAV for the scanner Role based 
on the mission constraints and the bids received. 
Similar to a Role, each Task is defined by a sequence 
of detailed Actions. These detailed Actions are refined 
from the high-level Actions of the Roles with specific 
parameters and constraints customized for the assigned 
tasks and autonomous entities. 
 
6. Simulation Results 
 

The ACMS and the market-based collaboration 
approach are being implemented through a spiral 
development process for gradual and systematic build-
up of the collaborative behaviors. Behaviors in each 
spiral are experimented with and verified through a 
series of software-only and hardware-in-the-loop 
simulations.  

 

Figure 3 shows the hardware-in-the-loop simulation 
results of the collaborative reconnaissance behavior. In 
this behavior, an area surveillance mission request was 
sent to the ACMS. The Mission Planner created a plan 
consisting of a single high-level Role for area 
scanning. The Roles were sent out by the Mission 
Manager to a team of three UAVs to solicit bids. The 
Resource Managers of the UAVs submitted the bids. 
The Mission Planner evaluated the bids and, in this 
example, selected the bids from two UAVs (Figure 3) 
for awards. The Mission Planner refined the Tasks for 
the two UAVs, including their assigned areas and 
timing constraints and sent the Tasks to the Resource 
Managers for reservation. The Resource Managers 
reserved the Tasks and generated the flight plans for 
the UAV via the help of its Entity/Payload Planner and 
Route Planner. The third UAV (in the center-lower 
half of the figure) was not tasked for the mission. The 
Mission Manager canceled its bid. The resulting flight 
routes (including the idling UAV) are shown in Figure 
3.  
 

For more results of the ACMS and our market-
based collaboration approach, see [4]. 
 
7. Concluding Remarks 
 

In this article, we presented a market-based 
approach, developed in the ACO program, to enable 
flexible and effective autonomous collaborations 
among teams of heterogeneous UAVs to achieve a 
wide variety of behaviors and missions. We discussed 
the key features of the approach and provided an 
overview of the ACMS components that participate in 
the approach. We presented the collaboration protocol 
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Figure 2: Task Specification Hierarchy 



and task specification hierarchy that incorporate the 
flexible two-stage task negotiation process. We 
presented some simulation results on this ACMS and 
the market-based approach. We plan to present further 
analysis of our approach in the subsequent reports. 

 

 

Figure 3: Market-based planning for collaborative 
reconnaissance behavior.  

 
Finally, we note the steps to incorporate new 

missions and behaviors. First, given the new 
mission/behavior type, we determine whether a general 
(or existing) implementation of the Mission Planner 
could be used for planning and task allocation or a new 
implementation that can better optimize the mission 
may be introduced. Once the Mission Planner is 
selected, we then check to see if the high-level roles 
needed for the mission can be constructed using the 
existing library of high-level Actions. If not, new high-
level Actions must be introduced and incorporated into 
the Mission Planner and the Resource Managers of the 
related autonomous entities. Finally, we check to see if 
the new high-level Action can be refined using the 
existing library of the detailed Actions. If not, we 
introduce the new detailed Actions and incorporate 
them into the corresponding Mission Planner and 
Resource Managers.  
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Abstract

We present a framework for agent based aircraft decon-
fliction mechanism to enable efficient airspace use by var-
ious UAVs during coalition operations. In our approach,
each vehicle is autonomous, but cooperative: it actively
shares its flight plan with near aircrafts so that potential
collisions can be detected and resolved using norm-based
system. Non-cooperative and utility-based deconfliction
approaches are also discussed as they offer a possibility
to achieve more efficient and robust mechanism in the fu-
ture. System is validated on multi-agent simulation that uses
the public online-accessible data from various information
sources.

1 Introduction

In current coalition military and humanitarian relief op-
erations, UAVs are deployed in growing numbers to provide
intelligence and other services. They are attached to orga-
nizational entities in various levels of hierarchy, depending
of their role, capabilities and operational requirements. Im-
posing a traditional, centralized approach to airspace man-
agement either requires extensive integration of heteroge-
nous systems (at various levels of command and belong-
ing to different coalition members), or severely restricts the
agility of their deployment, inhibiting their primary advan-
tage [2]. Therefore, we propose an alternative approach
to airspace deconfliction, based on peer-to-peer negotiation
between aircraft themselves.

Formally, we address the See & Avoid capability as
specified in [1]. Our implementation of this capability is
based on active cooperative approach (as defined in [1]),
where the aircraft exchange basic flight data upon when
approaching each other. In contrast to baseline active co-
operative approach, we exchange not only the current po-
sition and bearing, but also the plans for immediate fu-
ture. This operation enables efficient deconfliction using

the cooperative negotiation mechanism described in Sec-
tion 3. On the other hand, the requirement to share complete
plans upon encounter makes interoperability more difficult
and may be very difficult to implement in case of mini-
UAVs. Therefore, other deconfliction strategies based on
non-cooperative approaches and passive detection mecha-
nisms shall be exploited, as we hint in Section 4.

Besides the above cited experiences [2], the current air
traffic control methods based on rigidly structured airspace
have shown to be inefficient even for the future coordina-
tion of the manned aircraft [9]. This is true mainly due to:
(i) inefficiency of airspace utilisation that is based on fixed
predefined flight corridors, (ii) increased air traffic work-
load given by ever increasing air traffic density and (iii) use
of legacy technologies, that are in many cases 30 years old.

Due to the first two reasons of inefficiency listed above,
the classical air traffic control methods are not very suitable
for coordination of higher numbers of dynamically tasked
aerial vehicles in densely used airspace. Therefore, our
work is based on the free flight concept [7, 3] – an approach
to autonomous routing of the aircraft and continuous flight
trajectory adaptation complemented by the peer-to-peer de-
confliction mechanism.

In Section 2, we present an air traffic simulator proto-
type developed to verify alternative approaches to airspace
deconfliction.

2 Multi-Agent Flight Modelling

In order to verify the deconfliction mechanisms, we have
developed a multi-agent framework for flight simulation,
planning and visualization. Besides its primary verifica-
tion function, as described in the remainder of this Section,
this system can actually work as a centralized planner as
well. Formally, this approach to planning solves the NP
hard problem by application of negotiation heuristics. Our
solution addresses the difficulties of integration of proposed
mechanisms into the actual UAV hardware. In the central
planning mode, the system executes high-level flight plans



as received from UAVs or their pilots and the agents simu-
lating the aircraft perform the negotiation upon encounter,
possibly altering their detailed flight plans. This ”planning
by simulation” mode can provide safe flight plans for high
number of aircraft in matter of seconds. Deconflicted plans
can be then used by real aircraft during their mission. In-
flight replanning is painless – we fix the current aircraft po-
sitions and run the fast simulation again to obtain decon-
flicted plans. To address the specific needs of each mission,
aircraft safety zones can be resized to allow the necessary
maneuvers.

2.1 Multi-Agent System Architecture

The agent-based part of the designed prototype for the
flight modelling runs on the A-globe Java multi-agent
platform [8]. Besides the functions common to most of
agent platforms it provides Geographical Information Sys-
tem based on topic messaging. Therefore, the platform
is ideally suited for testing experimental large scale, real
world scenarios with fully fledged agents featuring agents’
position, position dependent environment simulation and
communication inaccessibility.

The multi-agent system for flight modelling consists of
several components, see Figure 1.
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Figure 1. Multi-agent system framework

Server Component
The server component, figure 2, of the ATC core system is
a sole central element of the system. It simulates positions
of aircraft and other objects in the simulated world, aircraft
hardware, weather conditions, communication ranges given
by the ranges of board data transmitters, etc. It is also re-
sponsible for acquiring information about all airplanes and
provides them to both types of visualizers. If the proposed
distributed agent system for flying on deconflicted airways
is used to control real aircraft, this server component could
be removed from the system.

It consists of several environment simulation agents.
Configurator Agent loads initial configurations from the
specified configuration files and distributes them to other
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Figure 2. Server component architecture

agents. Plane Manager Agent administrates running aircraft
containers, it spawns new airplanes and removes the exist-
ing ones, and assigns initial flight missions to the airplanes.
The manager also acts as a load balancer. Plane Simula-
tor Agent computes the current position of the aircraft in
the simulated world. It contains all physical models for
all plane types and keeps all current flight plans and states
of the running aircraft. When a plane pilot agent changes
some part of the flight plan, the change is propagated via
the plane agent to the plane simulator agent in the form of
a difference flight plan update. The agent can be asked for
the current airplane position by the pilot agent. Distance
Agent calculates Euclidian distances between each pair of
existing aircraft using their current positions. Visibility Col-
lision Agent preparesA-globe visibility updates [8] for con-
trolling communication restrictions between airplanes. The
airplanes that have collided with any other object are un-
controllable and they fall down to the ground. Falling air-
craft can endanger any airplane that flies under it. Universal
Sensor Agent represents all radar sensors on aircraft boards.
Zone Manager Agent transforms any defined no-flight zones
including ground surface to a compressed octant tree. Visio
Agent is an interface between the Core agent system and the
real-time visualizers. Applet Server Agent provides a com-
munication interface between the agent system and remote
web clients.
Platform Component
The platform component, figure 3, is used as a registration
unit for starting containers with agents simulating aircraft
behavior inside running Java Virtual Machine (JVM). When
flight-modelling system is used for planing/simulation of a
huge number of aircraft, its architecture allows to use sev-
eral host computers via platform component each running in
its own JVMs. All running aircraft units are proportionally
split between the registered hosts. This enables balancing
of the overall load between all registered computers.
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Figure 3. Platform component schema

Agents running on the plane container represents behav-
ior of one simulated aircraft in the system. Plane Agent pro-
vides high-level airplane functions, such as flight plan exe-
cution in cooperation with the plane simulator agent, radar
and detector readings, airplane configuration and time syn-
chronization. Pilot Agent is the main control unit of the
simulated aircraft with implemented deconfliction mecha-
nisms.

2.2 Flight Path

The flight plan describes a trajectory which the plane fol-
lows during its flight, see Figure 4. A waypoint (end point
of the segment) is an important navigational point used for
rough definition of the flight route; it represents a certain lo-
cation and also specifies the time interval when the airplane
should fly through it. The waypoints serve as an input to the
planner, which generates the precise flight path consisting
of the segments and elements. The segments are composed
of elements, which constitute the most basic parts of a flight
plan with a simple geometry.

Flight path planning process generates a smooth and
continuous path passing through all input waypoints re-
specting associated time constraints. The planning proceeds
in three phases: the computation (composition of elements)
of the actual path without regard to the time constraints, the
adjustment of the flight plan to satisfy the time criteria and
the replanning of the plan in the parts where it collides with
no-flight zones (if defined). For the replanning there is im-
plemented 2-phase A∗ running over compressed octal tree
with information about no-flight zones. First phase of re-
planning produces continuous subspace of the whole world
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Figure 4. Flight plan, segments, elements

where second phase finds best suitable shortest path.

3 Deconfliction by Negotiation

The mechanism we propose is distributed by its nature,
which is why the deconfliction technology (while developed
within the multi-agent ATC model) is ready for deployment
on autonomous vehicles without any central point of con-
trol.

The aircraft are modelled by agent containers hosting
several agents. In this contribution we will be referring to
agents representing an aircraft as auto-pilot. This agent is
a self-interested entity that is in charge of (i) preparing a
detailed flight plan for the airplane respecting time-specific
waypoints for the airplane’s mission and (ii) executing the
detailed flight plan by performing the flight.

Each simulated aircraft is surrounded by a number of
concentric spherical zones: Communication, Alert, Safety
and Collision zones. The communication zone is the out-
ermost one. It represents the communication range of the
transponder and data transmitter onboard the aircraft. Us-
ing this data, the aircraft can send data packets to other air-
craft that are positioned within the specified spherical zone
defined by its radius. The alert zone defines the operation
range of the radar onboard the aircraft. If another aircraft
is located within the alert zone, the aircraft are periodi-
cally notified about its relative position and its flight code.
The safety zone encapsulates the area around an aircraft
that other aircraft are not allowed to enter in order to min-
imize protect the safe operation of each aircraft. The size
of this zone is not constant, but is determined by the air-
craft type, its current tasks and the environment, allowing
higher degree of freedom when the environment is adver-
sarial. Safety zone radius can change dynamically during
the flight. If two aircraft do enter each other’s safety range,
they can still continue flying but their flight path may be
influenced by e.g. turbulence. This is not the case when
two or more airplanes fly together in a close formation. The
collision zone is the innermost zone. It defines the critical
contact area. When the mutual distance between two air-
craft is smaller than the sum of their collision zone radiuses,
the physical collision happens.
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Figure 5. Negotiation protocol

Cooperative deconfliction. In the simulation phase the
ATC system solves collisions cooperatively by negotiation
between the auto-pilot agents, see Figure 5. Let us sup-
pose an aircraft A to fly along its planned optimal flight
path through its mission waypoints. An airplane B enters
the alert zone of the airplane A. The pilot agent of the air-
craft A is notified about its position and flight code by the
on board radar system. The pilot agent of the aircraft A tries
to establish negotiation connection with the pilot agent of
B. In the case when the connection cannot be established
or the communication is not trusted, the pilot agents should
use non-cooperative approach, described later in this sec-
tion. If the connection was established successfully, the
pilot agent A subscribes for a local area flight plan of the
aircraft B (representation of the flight plan is described in
Section 2.2). The pilot agent of aircraft B sends an update to
the subscriber every time it changes its own flight plan. The
update contains the part of the flight plan of the aircraft for
the specified amount of time depending on the flight speed.
The update is also sent when the time span of the previ-

ous update was not long enough and it needs to be updated
again. When the pilot agent A receives an update from the
pilot agent B, it executes the collision detection process on
its own flight plan and the received one.
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Figure 6. Flight plan collision interval

The collision detection process is an algorithm that ana-
lyzes two flight paths and tests the safety range violation. If
there is a specific point in time detected when the distance
between the positions of the aircraft is smaller than the max-
imum of the safety ranges of the aircraft (see Figure 6), the
detection process returns time1 and time2 which represent
the first and the last collision point between the two flight
plans. This information is needed by the auto-pilot agent to
handle the situation.

If the detection test is negative, both flight paths are mu-
tually safe. If a collision is found, the airplanes A and B
must modify their flight paths. The first prototype of the
designed system uses a rule-based approach for modifying
flight plans described in Section 3.1.

Non-cooperative deconfliction: The distributed deconflic-
tion approach is open to extension towards non-cooperative
deconfliction. The non-cooperative deconfliction is useful
in situations when an airplane has a malfunctioning or in-
compatible transponder/transmitter/receiver on its board or
in the situation when there is an intruder/enemy airplane
with adversarial behavior [5] which intentionally sends in-
correct future flight path parts to the others. The most suit-
able approach to the non-cooperative deconfliction is the
game theory. In this case the pilot agent tries to change
its own flight plan in a way that would guarantee a min-
imal collision risk for any conceivable future position of
the other airplane. To determine all possible future posi-
tions of the other plane, information about its current posi-
tion, direction and information about its type can be used.
The monitored object’s flight path is always continuous but
there are also certain restrictions that depend on the airplane
type – e.g. minimal/maximal flight speed, minimal radius of
turning, etc. These parameters also influence the radius of
the safety zone as used in the computation – the radius of
the safety zone increases with the aircraft agility to allow
more reaction time for replanning if it changes its direction
in the future. When the pilot agent wants to identify whether



or not it should use the non-cooperative deconfliction for a
particular airplane, it can integrate a special detection mod-
ule. The detection module compares the active cooperative
information [1] with the active and passive non-cooperative
observation data provided by aircraft sensor and trusted air-
craft and decides whether the aircraft can be trusted or not.
Trust [4],as a measure of adversariality can help the aircraft
to determine the appropriate safety range around its non-
cooperative partner.

3.1 Rule-Based Collision Avoidance
Mechanism

Upon each detected collision, its type is determined from
the angle between the direction vectors of the concerned
planes at time1 projected to the ground plane (defined by
X and Y axes), see Figure 7.
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Figure 7. Identification of the collision type

Depending on the computed angle, the airplane B falls
into one of four sectors surrounding the airplane A. Depend-
ing on that sector, one of the following rules is applied on
the flight plan of the airplane A to avoid the collision:

– Sector 1 – head-on collision, in this case the airplanes
avoid each other by both of them turning to the right.
The flight plan is changed as shown in Figure 8. The
pilot agent shifts the plan points at time1 and time2

to the right, perpendicularly to the old direction vector.
The length of the shift is equal to a minimum of safety
ranges of both airplanes. Beyond time2, the flight plan
follows the shortest way to the next mission waypoint.

– Sector 2 – rear collision, there are two subcases: i)
the front aircraft is faster – airplanes do not change
their current flight plans; ii) the rear airplane is faster
– it has to change its flight plan so that it turns to the
right and passes the front airplane without endanger-
ing it. The flight plan is similar to that in Figure 8.
To achieve this, the rear airplane shifts its flight plan
points at time1 and time2 to the right, perpendicularly
to the old direction vector. The length of the shift is at
least 1.1 times of the safety range.

– Sector 3 – side collision, the airplane B has higher traf-
fic priority. The aircraft A needs to slow down its speed
so that it reaches the collision point at time1 later than
the airplane B. If this is not possible due to the minimal
flight speed defined for each airplane type, the airplane
A slows down as much as possible and shifts its flight
plan point at time1 to the right so that there is no col-
lision between the two flight plans.

– Sector 4 – side collision, the airplane B has lower traf-
fic priority. The aircraft A changes its flight plan by
increasing its flight speed so that it passes the collision
point before the airplane B. The airplane A only accel-
erates as much as needed.
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Figure 8. Change of the flight plan.

The above rule-based changes to the flight plan are car-
ried out by both planes independently because each aircraft
detects the possible collision with the other airplane from its
own point of view. After applying the changes to the flight
plan, the airplane sends an updated local flight plan part
to all airplanes that subscribed for it. The change is also
verified against all other known flight plans of all aircraft
monitored by the board radar system. If another collision is
detected, new collision is resolved.

The pilot agent internally uses the flight plan wrapper
interface for manipulation with its flight plan. The requests
for each plan modification are handled as a special set of
solver time-constrained waypoints. A special handling al-
gorithm takes care of the execution of each modification
that overrides the previous one.

4 Conclusion

This contribution presents a multi-agent approach to
airspace deconfliction mechanisms. We implement the ac-
tive coopertive implementation of the See & Avoid capabil-
ity, where we enrich the transponder data with flight plans
to increase system robustness and minimize adverse long
time effects.

To demonstrate the mechanism, we have developed a
multi-agent framework described in Section 2. As in the fu-
ture we aim to solve the multi-level deconfliction problems



with significant number of non-cooperative aircraft, we are
currently extending the framework to include the near-real
time information about the civilian air-traffic around major
US hubs. As these aircraft will obviously not change their
flight plans to accommodate simulated UAV traffic, UAVs
will have to handle them as non-cooperative elements. Such
traffic also provides a good test cases for the deconfliction
algorithms – good algorithm is not only able to handle a
large number of cooperative UAVs, but is able to perform
real-time deconfliction in an already congested airspace.

Besides the flight data, the framework integrates sev-
eral external data layers (see Figure 9): a mosaic of Land-
sat7 images, state boundaries, airports, populated places
and powerplants used to define the no-flight zones. Exter-
nal data sources are imported from NASA, U.S. Geologi-
cal Survey (USGS), Geographic Names Information Sys-
tem (GNIS) database and AirportMonitor. Positions of real
air traffic is 10 minutes delayed.

Figure 9. ATC system remote client GUI
overview

The prototype currently relies on simple deconfliction
rule-based mechanism for the flight plan and assumes that
all airplanes use the same deconfliction rules. The system
will be extended so that airplanes that detected future col-
lisions would iterate through monotonic concession proto-
col (MCP) to find new flight plans that are collision free,
obtaining better results. The monotonic concession proto-
col is a simple protocol developed by Zlotkin and Resen-
schein for automated agent to agent negotiations [10, 6].
Both airplanes prepare a set of possible flight plan changes
scored by the utility function. The utility function includes
pilot’s own intentions including flight priority, fuel restric-
tions, time restrictions, etc. From all collision free combina-
tions of flight plan pairs, the possible solution set is created.
The iteration protocol results in a commonly accepted solu-
tion of the collision. Then each airplane applies the agreed
flight plan changes. However, the iterativeness of solution

can lead to a situation when the solution is not found fast
enough. The process has to be extended with an emergency
solution that is used when the iteration process does not lead
to any fast solution. As the emergency solution, the game
theory approach can be used.
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