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OVERALL FORMAT

1. [20 minutes] Introductory briefing:

· Mike Kirton, Ed Durfee 

2. [30 minutes] 18-month Technical Demonstration:
· Narrator Patrick Beautement. Operators, David Allsopp, Niranjan Suri, John Carson, Ed Durfee 

3. [30 minutes] Partner's Technical Detail:

· Based on those present, 4 x 5 minutes plus Qs and changeover:

· AIAI - Intelligent Process Panels - A Tate

·       Michigan - Plan Co-ordination - Ed Durfee

· QinetiQ - SitViewer, Semantic Web - DA

·       UWF/IHMC - ?? - Niranjan Suri

4. [10 minutes] Coffee break
5. [10 minutes] CoAX Binni 2002 - Outline Plans:

· Patrick Beautement - outline of scope, approach and scenario (dynamic, new countries) and possible new partner roles:

·     DSTO, Australia - represented by PB

·     BBN, USA - represented by Austin Tate

·     DREV, Canada - Jean Berger

6. [10 minutes] Outreach Programme - Austin Tate

7. [20 minutes] Discussion and Engagement with TTCP - All

SETUP FOR THE DEMO:

8. Various actions need to be carried out to prepare for the demo:

a. Check room layout,

b. Maps on wall,

c. ???

d. ???

e. ???

DEMO STAGE MANAGEMENT

9. Actions such as "When to switch screens", which screen to display on and other 'stage management' tasks are included in the tNarrator's Script below.

Demo Layout
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COAX 2001 - TTCP OCT - Narrator's Script

SET THE SCENE

10. Good afternoon Ladies and Gentlemen I am Patrick Beautement and I will be the narrator for this part of the presentation where we'll go though a practical demonstration of the Software Agent features that have already been discussed.

11. Before we start I need to briefly introduce the scenario and command structure in place to deal with the crisis. You may wish to refer to the handout during this demonstration as it also shows the agent domain structure and the demonstration architecture.

12. [NEXT SLIDE - Demo Emphasis] In the previous CoAX Binni 2000 demonstration we showed the information gathering phase at the start of Campaign Planning for a Firestorm mission. This demonstration (CoAX Binni 2001 or the so-called the 18-month demo) starts by explaining that the UN forces have been deployed for some time and that we are now focusing on the more challenging Execution Phase of conflict and on one part of one day of the conflict (29th Sep 2012 at 1500) for which the plans have been produced and the orders issued. 
13. So, what's different in the Execution Phase? Firstly, and most importantly, there is an opponent whose actions will impose unpredictable events / outcomes on the 'Battlespace'. Conflict, therefore, can be seen as the maintenance / influencing of a dynamic tension between opposing 'forces' which try to cause a shift between states to the benefit of one of the participants.
14. This leads to the fundamental deduction about execution - that there are essentially two conditions:   stability and change. During stability, monitoring the state of the 'systems in conflict' and identifying the underlying pressure for change / significant events towards an undesirable state is the task that the agent-enabled environment could assist significantly. During change, events have occurred which were not expected and now action has to be taken to mitigate their effects. So, once problems occur the activities become much more 'human-centred', short time-scale, uncertain and dynamic and the agents would need to take a more subordinate role.

15. Therefore, the execution environment can be characterised as event-driven, high-tempo, short-timescale, high-bandwidth, uncertain, dynamically varying and very demanding. We will feature the monitoring of the execution of the Firestorm mission and will see that media concerns about the location of wildlife in the Laki Safari Park and of Agadez / Gao forces will cause short-notice replanning to take place with only minutes to spare. New orders will have to be disseminated, plan elements deconflicted and events tracked and handled. Also, we will see the opponents, Agadez, fly hostile air-to-air missions against UN 'high-value assets' such as the AWACS and JSTARS - with both humans and agents responding.
16. [NEXT SLIDE - Binni Map]. You have heard mention of the "Binni" scenario which we have extended and adapted for use by CoAX. In a nutshell, the year is 2012 and a conflict has developed between two African countries who are fighting for control of Binni. To the north [point to  SLIDE / wall map] is "GAO" - which has expansionist aspirations but which is only moderately developed, with old equipment and with a mostly agrarian society. To the south is "AGADEZ" a relatively well developed and fundamentalist country. Gao has managed to annex an area of land and has called it Binni and Gao has put in its own government. This has come under fierce attack from Agadez. Gao has played the "threat of weapons of mass destruction from Agadez" card and has enlisted support from the UN and a force has been deployed to stabilise the region.

17. [NEXT SLIDE - Agent domains]. The command structure in place reflects real UK / US doctrine. The demonstration focuses on the boundary between the operational and tactical levels of command - in particular between the JTF HQ and the Combat Ops Cell in the JFACC HQ [Point to SLIDE / wall chart]. There is not always a one-to-one mapping between Software Agent domains and the organisational, functional  and Country ones. So during the demonstration I shall make it clear which type of domain I am talking about.
18. My colleagues here are filling a number of roles: as staff in the UN's Special Representative's office; in the JTF HQ they are part of the JTFC's staff monitoring the overall progress of the UN Coalition operation. In the JFAC HQ they are part of the the Combat Ops Cell which deals exclusively with execution monitoring. They also play the roles of Intel staff and of System Administrators. There is no one here from the Gao domain - they refused to take part! 
Demonstration Parts
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19. [NEXT SLIDE - BLANK - Starting point]. Moving on now to the demonstration - at this point the information agents are active on the CoABS Grid it is enabling the distributed Coalition systems to interoperate and share information - a capability which is key to Coalition Operations. Tasks currently underway are as follows:

a. UNSR and JTF HQ.  The UNSR and the JTFC and their staffs know that the Firestorm mission is being activated today and they have delegated the execution of the task to the 'subordinate commanders' (JFACC etc). So they have already considered options other than the Firestorm (such as the use of offensive ground forces or non-lethal weapons and had discounted them) but had chosen the Firestorm because it was the easiest, most effective and lowest risk way to cause a major effect on the Gao and Agadez forces. At present the JTFC and staffs are being briefed on the progress of Phase II of the Campaign Plan to date and its likely future shape (as loaded into the Process Panel called I-LEED). Their focus is on activities which are 2 - 5 days ahead of the present time. They will only become involved in the Firestorm mission if something unexpected happens.

b. JFACHQ and Subordinates.  The JFACC has authorised the plan for 29th Sep to proceed and is being briefed on the preparations for it. The execution has been delegated to the Chief of Combat Operations (CCO). So, the JFACC is working with the other Component Commanders on how their new plans for the next two days will fit with the JTFC's requirements and so their focus is on activities which are 24 - 48 hours ahead of current time. The JFACC will only become involved in the execution if something unexpected happens.

(1) Combat Operations.  CCO is receiving reports from the airunits / airbases on the progress of the Firestorm activation. Staffs are monitoring events in and around Binni looking for hostile activity. Their focus is on the next few hours and they are continually monitoring the match between what is supposed to happen (according to the orders) with what is actually happening now / looks likely to happen and they will be looking for discrepancies. They will use SitViewer for this and the I-DEEL Event Panel will be already loaded with the expected activity and they are ready to deal with new events / tasks using MBP(Ops) as they occur / are decided upon.

(2) Airborne Command Element (on AWACS).  The AWACS took off over an hour ago and it's staff are preparing to co-ordinate the formation of the 'packages' of offensive aircraft and their escorts, refuelling tankers etc. Their focus is on now. 

(3) Airunits at Airbases.  The airunits at the airbases and the Station Commanders are involved in preparing the aircraft and ensuring that they take off at the correct times according to the orders. Their focus is on now.

c. Land and Maritime HQs.  Not formally part of the 18-month demonstration, but an essential part of the Binni scenario. The Land are active as ground forces supporting the Observers and providing Peace Enforcement patrols on the ground. The Maritime forces provide an offshore base for UFWAFB commanders and air forces and an amphibious landing and re-supply capability.

d. US / UK Staffs / Liaison Officers.  They work on provided updated intelligence into the Theatre of Operations (ie Binni) and on co-ordinating and preparing information (from the field Observers) for Coalition consumption. They will be working behind the scenes to ensure that the personnel and equipment provided to the Coalition by the US / UK are suitably provisioned and operational. Their focus varies depending on the task they are supporting.

e. Gao HQ.  Since its denial of service attack was thwarted, there is very little information coming out of the Gao HQ and its staff are rarely to be seen in the Coalition HQs. Though their presence is still authorised for political reasons they are widely distrusted and relations are 'difficult'. Their focus varies depending on the task they are involved with. The activities of Gao ground and air forces is under surveillance and at present there seems little sign of any change from their normal routine.

f. Agadez HQ.  The activities of the Agadez HQ (the opponent) are being monitored by the Coalition intelligence services. Essentially, their plans are hidden from the Coalition, though the implications of their decisions (in terms of military activity are not). Their command structure and patterns of activity and event horizons will depend on their doctrine / organisation and will be different from those in the Coalition. At present the Agadez ground and air forces are appear to be following normal routines.
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PART 1 - 29 SEP 2001, Time: 1505

20. [NEXT SLIDE - Storyboard Part 1] Information on the Firestorm missions has been leaked to the media and the story of the firestorm over the Laki Safari Park (NB this is a wildlife reserve some 60+ miles in length and breadth) is being run in the USA (7-hours behind Binni time) on Breakfast TV and in the UK (2-hours behind Binni time) on lunchtime news. The UN Special Representative is informed of these developments and contacts the JTFC directly to request confirmation that protected species in the Park will not be at risk from the Firestorm missions. He orders the JTFC to consider alternatives to the Firestorm mission. 
21. SCREEN1 - At the UN, the Secretary General's Special representative uses SGSR Panel (called I-TEST) to send a high priority message to the JTFC "Consider Elephants Laki Safari Park" and asks for a mandatory report back - with a reference number: "unsgosr1". He activates this by sending it to I-LEED (ie: passes it down the chain to the JTF HQ).

22. [NB: That UN message comes up as an issue]. The JTFC and his staff refer to I-LEED to quickly reconsider the other alternatives to the Firestorm: such as employing offensive ground forces (discounted because inadequate forces are available), using non-lethal disabling weapons (discounted as this could also affect the wildlife adversely) or disabling the Gao and Agadez local command and control and communications systems (selected as a possible alternative - especialy as it could be arranged to have a temporary effect over a timescale beneficial to the UNWAFB).

23. SCREEN1 - The JTFC uses I-LEED to expand the UN issue: "Using Impact on Firestorm area" and from the options for "avoid elephants firestorm_area" sets the priority to "High", then selects "Do it using send issue to I-DEEL" (ie, passes an order down to the JFAC HQ / Cbt Ops).

24. The JTFC notifies the JFACC of the situation and requests all Coalition information sources to try to identify any means of tracking moving objects in the Firestorm area. In addition the JTFC wants the reports from Field Observer agents to be reviewed to try to establish if there have been new ground activity by either Gao or Agadez.The JFACC is also requested to identify how long the JTFC has before he has to give the 'cancel mission' order. These steps are entered into the PP and activated.

[Backup: talk through first part of I-DEEL / I-LEED screen cam (coax-aiai-ip2-tscc-18jul2001.avi) on the other].

25. SCREEN1 - Next, at the JFAC HQ (Combat Ops), they use I-DEEL and note that the JTF HQ message has come up as an issue. They expand: "avoid elephants firestorm_area" and set the priority to "High", then select: "Expand using avoid_location".

26. SCREEN1 - They then set the priority to "High" for ALL sub-issues, then select:

· Expand: "locate elephants firestorm_area :precise-location" and note actions available:

Show that "Done using ask_intel" is available as an option which will be 'ticked off' later when done.

Note that "alter_plan_to_avoid :precise location" will be dealt with once the location is known.

· First thing to do is Expand: "establish time-to-cancel-mission" by selecting:

"Expand using mbp_ops". We'll now see how this is done.
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27. [NEXT SLIDE - Storyboard Part 2] JFAC HQ / Combat Ops Staff Consider Options: They use MBP Ops to find out time left for decisions (106 mins at most to TOT, 48 minutes to commit).  
[Backup: talk through second part of I-DEEL / I-LEED screen cam on the other, then show 2 x MBP screenshots in PPT on other projector (P_Before_Binni_29Sep2012_18-1-2.jpg and Mission_Times_29Sep2012_18-1-2.jpg) ].

28. SCREEN1 - On MBP Ops (the active update version) Combat Ops staff call up "Msn000" in the "Firestorm NE" package - this shows what was planned. They look at the timing of the Package entering the LLTR "Ingress" (1603) - 48 minutes away; and of the TOT at "T_Flash1" (1701) - 106 minutes away. These times are notified to the JFACC and on to the JTFC as follows.

· Under the "establish time-to-cancel-mission" issue they set "query mbp_ops :tot :commit" to "Done using query_mbp_ops" so that everyone else can see that issue has been dealt with.

· They also set "report i-leed time-to-cancel-mission :tot :commit" to: "Do it using report to JTFC / I-LEED" to pass the information back up the chain via the agent Grid.

[??? Nothing happens here - should it? Where would we put in the values?]  
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29. [NEXT SLIDE - Storyboard Part 3] Now need to locate elephants. Combat Ops staff try to locate wildlife information that can be made available to the wider Coalition.
[Backup: run through first part of e_Gents screen cam (LakiFull4_TSCC.avi) to show MBNLI on other screen].

30. SCREEN2 - Following-on from the event "Ask Intel" - Combat Ops staff issued an RFI verbally and Intel staff are now trying to find a source of information about mammals in the Firestorm area. 

· They use a browser to search the Internet and find the WFPW (World Foundation for the Protection of Wildlife) Laki Safari Park site. They note that the elephants were fiteed with "eGents" transponders which return information about the elephants location.

· They click on the MBNLI (Menu-based Natural Language Interface) link, then:

· <Right-click> on the window and select the following query:

· "<List the> <time> and <location> and <herd> of <elephants>"

[Pause to allow narrator to explain NLI].

· A query results window comes up. Observe the Lat-Long values and note that the data shows the herd normally migrates north at this time of year.

31. SCREEN2 - They now subscribe to the egents service by clicking on the "OBJS eGents System" link. We'll now show what what's happening in the background here:

· By entering the email address of the slected elephants - "psm1@localhost" and "psm2@localhost" in the "Personal Status Monitor Client" window - this sends email to the elephant's transponders, which then send back the elephants status information to a form on a web page (See Storyboard slide 4). In this demo the info comes up in the two "Personal Status Monitor" windows - but this would be hidden from the user.

· Now when the staff click on the "status" link on the Laki web page - the "Current Status of Animals you are Monitoring" form is shown. NB that the data is live and shows the elephants moving north.

· Now this feed has been established, the Intel / Sysad staff have to make it available to the Coalition shared information environment so it can be displayed on SitViewer / C4I etc - we'll se next how this will be done.

Top, Part_1, Part_2, Part_3, Part_4, Part_5, Part_6, Part_7, Summary.
PART 4 - Time: 1525

32. [NEXT SLIDE - Storyboard Part 4] Near-real-time update from Laki Added to Coalition Situation Viewer.   There's now 38 minutes left till aircraft arrive at the 'push point' and 96 minutes to the TOT for the NE_Firestorm. To help Coalition decision-making, Intel / Combat Ops staffs ask the Sysads to create a NRT feed to MBP Ops / Coalition SitViewer from the Laki web site. 

[Optional second PPT SLIDE slide showing sequence of events - Storyboard No 6 (Storyboard No 7 put in 'Spare Slides' section) ].

[Backup: second part of e_Gents screen cam to show Herd data links on other screen].

33. SCREEN2 - They're going to use an  Ariadne wrapper and XSLT Translator (Extensible Style-sheet Language Toolkit) wrapper. [NB: The wrapper runs at the Ariadne server, but could be anywhere]. So:

· Ariadne 'scrapes' the page and the Translator Agent / XSLT Interface Agent queries the Ariadne wrapper by http. You can now see the Translator agent has received the XML representing the web page structure and data.

· The XSLT Interface Agent loads the stylesheet and associated translation tools (bespoke in this case) and the Agent translates the output into MBP Ops format.

· Now the Sysad sets the translator tool to "auto", so now a NRT feed is generated and all in the Coalition who wish to can see this info (eg: JTFC / JFACC etc).

34. SCREEN1 - The Coalition Situation Viewer (SitViewer) is available throughout the Coalition and allows any authorised person to see the information being shared among the HQs. SitViewer sits 'above' the shared agent information and displays whatever's there.

· [Start with Globe, explain what SitViewer is and why it's useful - everyone can use it at any level]. The elephants appear on the Coalition SitViewer as neutral 'ground forces' and we can see that this is 'live' data - note the northward movement as before.

· Also, as the Coalition sensors (radar etc) are feeding information into the shared information environment, SitViewer displays the Firestorm packages which we can see here - beginning to form up.

35. SCREEN1 - The Chief of Combat Ops can now pass information to the JFACC / JTFC about the elephants being OK and outside Firestorm area (they can also see it on their SitViewers if they wish).

· So, on I-DEEL Combat Ops can 'tick off' the "Ask Intel" issue as "Done".
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36. [NEXT SLIDE - Storyboard Part 5] Ground Observations of Vehicle Movements Updated.   The JTFC now decides to authorise the Firestorm mission to continue, but orders that the first Package to the NE area (target T-Flash1) should be diverted to its secondary target and then re-tasked back to do a second sortie to the NE Firestorm area later

 [Backup: run through last part of e_Gents screen cam to show SitViewer on other screen].

37. SCREEN1 - At the JTF HQ the JTFC needs to formally approve the Firestorm mission. So:

· His staff sets the Firestorm mission priority to "High" and Expand "Firstorm Go" issue on I-LEED to "Done using send to I-DEEL" - this will appear on I-DEEL as an authorisation to proceed.

38. SCREEN1 - At the JFAC HQ, a new issue is activated in I-DEEL which reflects the order:

a. The order is acknowledged by setting the issue to "Done" on I-DEEL - this sends confirmation back up the chain to I-LEED.

b. As a result of this conditional order the Firestorm NE Package must be diverted to it's secondary target and checked to see if it is still valid (as it was planned 2 days ago). So: 

· Combat Ops staff expand: "alter_plan_to_avoid :precise location" by selecting:

"Expand using use_secondary_targets". They now consider the sub-issues which are involved and: 

They "note some primaries not targeted" and set it to "Done".

They note the " select_secondary_targets_to_avoid :precise-location" and agree to action this in a moment - because they need to review the information on the movement of ground forces first.

39. SCREEN1 -  The Dartmouth Field Observer system involves personnel and 'devices' in the field reporting ground vehicle movements etc and using an agent-enabled infrastructure to send the information to the Coalition shared information environment - so it can be displayed on SitViewer etc. At this time Dartmouth Observer reports of ground movements start to arrive (note that the Dartmouth Field Observer system link has been set up as we saw for eGents):

· Show the Coalition SitViewer and observe the Gao forces moving East and South and Agadez forces moving north and west - advancing towards each other into Firestorm area and this information is reported back up the chain.
· On I-DEEL set "report I-LEED ground-activity" to "Done".

[How's this done: send a Grid Message from the Translator Interface Agent to subscribe to the Observer Agent which sends a stream back to the XSLT Translator which transforms the data and makes it available to SitViewer etc]

[??? Are we doing this? Also, resource usage priorities are changed in the Observer domain to hasten notification of further ground movements.]
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40. [NEXT SLIDE - Storyboard Part 6] Part of Firestorm Package diverted to Secondary Target - change is Deconflicted.  Time is running out to retask the first Package - there's only 28 minutes left before they go into the LLTR and about 57 to the new TOT and the change / diversion of Firestorm NE Package to its secondary target must be deconflicted with existing plans. 

[Optional second PPT SLIDE showing sequence of events with MCA - Storyboard No 10, plus then could show 2 x MBP screenshots - P_Before_Binni_29Sep2012_18-1-2.jpg and after P_After_Binni_29Sep2012_18-1-2.jpg missions]

[Backup: run through MCA screen cams MCA_Before_TSCC.avi and MCA_After_TSCC.avi to show options being available on other screen that relate to the change of missions].

41. SCREEN1 - The Combat Ops staff prepare a changed plan for the Firestorm NE package to go to Suthertown WMD site (we won't show this live unless someone asks to see how it's done). The changed plan is sent to the MCA for deconfliction with along plans from the rest of the Coalition: 
· First, the staff look at the "Firestorm_NE" Package in MBP Ops to note its current routing.

· They load the "After" plan which was prepared as an option in the original Battle Planning and click on the WMD_Suthertown package to show the new routing and click on Msn012 to review the timing.

· They now send the changed plan to MCA using the "Plan Convertor Agent".

 [??? MBP Ops puts its changed plan in a specific folder ?where? and a 'helper app' picks it up and sends it to MCA] 

42. SCREEN2 - The MCA is now checking the changed plan with other plans and updates being produced in other parts of the Coalition and eventually it will begin to display the plan options. In addition, MCA sends notifications to I-DEEL about the progress of the deconfliction [Switch to Screen 1 to see messages].

· Conflicts are detected with a short-notice helo flight (a MedEvac mission) and a planned Humanitarian Aid mission [??? What about the Ground Observer extraction from Laki]. So:

· The staff can see that MCA is showing what needs to be adjusted to fit in with the Firestorm secondary target change and would negotiate with the approprite decision-makers.

[??? need guidance from Ed 'again' on what is being shown and what we can do with it so can make a demo of it. Dave has observed that MCA takes the MBP Ops plan as the pivot point and arranges things round it - isn't that the other I-LEED / I-DEEL options?] 

43. SCREEN1 - If we switch again to I-DEEL we can see:

· Show the "Number of plan options" messages appearing - and then 'Done'. 

· When the staff have a workable solution, they can now 'tick-off' the  "select_secondary_targets_to_avoid :precise-location" issue as "Done".

[Will not show the iteration of adjustments, but assume that the 2ndry is approved]

· They would now notify the AWACS by radio and the ACE would the pass diversion info to the Package Leader [There is still work to be done to take agents into the tactical comms infrastructure].

44. The Combat Ops must now monitor the execution and update reports and will use SitViewer and their other C4I tools.
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45. [NEXT SLIDE - Storyboard Part 1] Agadez Mount High-value Asset Attack on UN JSTARS.  They complete the task with 2 minutes left before the Package enters the LLTR and some 31 minutes before the TOT. But now they have a new problem. 

[Storyboard Slide 12 PPT on one projector]

[Backup: we don't have a screen cam! Does Jeff have a working demo here? Could put up Storyboard Slide 13 PPT on other screen and talk through? ].

46. SCREEN1 - Agadez fighters start a HVAA which is detected and displayed on the Coalition SitViewer - the JSTARS will have to 'regress' and the Coalition risks loosing some of their sensor feed at a crucial point. Observer agents on board the JSTARS will 'SCRAM' to an alternative processing platform" to try and maintain some of the feed.

47. SCREEN3 - So:

[??? Niranjan's demo here] 

Top, Part_1, Part_2, Part_3, Part_4, Part_5, Part_6, Part_7, Summary.
SUMMARY

48. [NEXT SLIDE - ???]                  will now summarise.

49. CoAX Demo Part Five - Summary of Demonstration.   The demonstration is now complete. We have shown a UN supported Coalition operation involving several command HQs and national organisations working together in a software agent enabled infrastructure  with various levels of access and functionality. The demonstration has shown certain features of an agent-enabled environment such as:

· [??? What do we want to say for the 18-month?]

· legacy systems from different nations interoperating in an agent-enabled environment,

· operators working collaboratively with agents,

· agents working semi-autonomously 'in the background,

· the robustness of an agent-enabled infrastructure - reconfiguring automatically,

· agents' scope and use of communication and computing resources being controlled.

NB: An essential element - required for these features to be achieved - is having available a distributed agent-enabled infrastructure - in our case we are using the premier example - the DARPA CoABS Grid.

At this early stage in the CoAX TIE we are very pleased with the progress made and hope you have found this demonstration informative. ???                  will now summarise.


+++ End of Narrator's Script for 18-month +++

Top, Part_1, Part_2, Part_3, Part_4, Part_5, Part_6, Part_7, Summary.









_1065360863.ppt










'Projector_B'

Austin's Laptop with PPTs (Presentations / Architecture)

















Laptop Server (Domains)



Laptop (Viewers: Panels, MBP)



Mini-tower PC (Data Sources: Translators, Stimulators, Ariadne, eGents)









'Projector_A'

Signal Network

(192.35.94.xx)





Niranjan's Laptop with Screencams and SCRAM demo

'Screen_1'

'Screen_2'

'Screen_3'








